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\textbf{Abstract}

Robust strategies for Alzheimer’s disease (AD) detection is important, given the high prevalence of AD. In this paper, we study the performance and generalizability of three approaches for AD detection from speech on the recent ADReSSo challenge dataset: 1) using conventional acoustic features 2) using novel pre-trained acoustic embeddings 3) combining acoustic features and embeddings. We find that while feature-based approaches have a higher precision, classification approaches relying on the combination of embeddings and features prove to have a higher, and more balanced performance across multiple metrics of performance. Our best model, using such a combined approach, outperforms the acoustic baseline in the challenge by 2.8%.

\textbf{Index Terms}: Alzheimer’s disease, ADReSSo, dementia detection, computational paralinguistics

\section{1. Introduction}

Alzheimer’s disease (AD) is an irreversible, progressive brain disorder that slowly destroys memory and thinking skills. Research into the early assessment of Alzheimer’s dementia is becoming increasingly more important, as the proportion of people affected by it grows every year \cite{1}. Changes in cognitive ability due to neurodegeneration associated with AD lead to a progressive decline in memory and language quality \cite{2}.

Studies have shown that valuable clinical information indicative of cognition can be obtained from spontaneous speech elicited using pictures \cite{3}. Studies have capitalized on this clinical observation, using speech analysis, natural language processing (NLP), and machine learning (ML) to distinguish between speech from healthy and cognitively impaired participants in datasets of semi-structured speech tasks such as picture description [4, 5, 6]. As such, this approach shows a potential to serve as quick, objective, and non-invasive assessments of an individual’s cognitive status. The ADReSSo Challenge \cite{7} aims to generate systematic evidence for these promises towards their clinical implementation.

ADReSSo (Alzheimer’s Dementia Recognition through Spontaneous Speech only) Challenge is a shared task for the systematic comparison of approaches to the detection of cognitive impairment and decline based on spontaneous speech. In 2021, it focuses mainly on acoustic characteristics of speech, requiring the creation of models straight from speech, without manual transcription.

In this work, we develop ML models to detect AD from speech using picture description data with the demographically-matched ADReSSo challenge speech dataset. Following the previous work on comparing the linguistic approaches to AD detection from speech \cite{8}, we compare the following acoustic-based approaches to detect AD:

\begin{enumerate}
  \item \textbf{Extracting conventional acoustic features from speech}: with this approach, we extract acoustic features from the audio files for binary AD vs non-AD classification. The features extracted are informed by previous clinical and ML research in the space of cognitive impairment detection [4, 9].
  \item \textbf{Using pre-trained deep neural models}: with this approach, we embed the raw audio into representations using the last hidden state of the pre-trained wav2vec 2.0 model [10] and classify audio samples using these embeddings as input to simple classifiers.
  \item \textbf{A combination of both approaches}. Here, we combine the two approaches and make use of both engineered features and audio representations generated using a pre-trained deep neural model.
\end{enumerate}

In this paper, we evaluate performance of the three approaches on both the ADReSSo train dataset, and on the unseen test set. We find that models based on conventional acoustic features are best suited for the AD screening tasks, as they are able to achieve very high precision, while under performing on the rest of evaluation metrics, such as accuracy, recall and F1 score. For the cases when a more balanced performance is required, a combination of conventional acoustic features and pre-trained deep neural models is the most promising method, as it allows to achieve high performance and generalize well to unseen data.

The main contributions of our paper are as follows:
\begin{itemize}
  \item We use audio representations extracted from the pre-trained deep neural model wav2vec 2.0 [10] for the task of AD classification from speech. To the best of our knowledge, this method and this model were never applied before for such a classification task.
  \item We present the model that combines conventional acoustic features with pre-trained representations of speech and outperforms the ADReSSo baseline model by 2.82%.
  \item We carefully compare three different acoustic-based approaches for AD detection, which allows us to draw more general conclusions on performance and generalizability of acoustic models.
\end{itemize}

\section{2. Background}

\subsection{2.1. Extracting conventional acoustic features from speech}

Some of the conventional features employed to describe acoustic characteristics of the voice applied to AD detection, include fundamental frequency, jitter and shimmer \cite{11}. In addition to these features, there is also a range of elements properly accompanying linguistic emissions and which constitute signs and clues but are not verbal. These characteristics of speech are called paralinguistic features and have been used to obtain information from the patient by means of the statistics of \textit{e.g.} Cepstral Mel-Frequency Components (MFCC), among others [9].
Different combinations of these features were used in multiple previous studies when detecting AD from the speech collected via picture description tasks [5, 6, 12, 13]. These works have provided clear evidence on the potential of using simple spoken tasks and conventional acoustic features to automatically assess early dementia and its progression as well as to demonstrate that technology allows automatic detection of AD.

2.2. Using pre-trained deep neural methods

In the recent years, pre-training of deep neural networks has emerged as an effective approach to overcome the problem of data scarcity [14, 15, 16, 10]. The key idea of such a technique, which is also called "transfer learning", is to learn general representations in a setup where substantial amounts of labeled or unlabeled data is available and to leverage the learned robust representations to improve performance on a downstream task for which the amount of data is limited.

In natural language processing, one of the most popular transfer learning models is BERT [15], which trains “contextual embeddings” wherein a representation of a sentence (or transcript) is influenced by the context in which the words occur in sentences. In the field of speech processing, transfer learning models are mainly used for the purpose of automatic speech recognition [10]. We focus on using pre-trained embeddings from a self-supervised audio representation model, wav2vec 2.0 [10], for the task of AD detection from speech. In the wav2vec 2.0 model, audio is encoded via a multi-layer convolutional neural network and then masks spans of the resulting latent speech representations similar to masked language modeling [15]. The latent representations are fed to a Transformer network [17] to build contextualized representations.

For the task of AD detection, transfer learning is particularly useful, as it is difficult and costly to collect labelled data. While several prior works have used pre-trained acoustic embeddings such as x-vectors and i-vectors for AD detection from speech [18, 19], to the best of our knowledge, no works have utilized self-supervised representations of speech for AD detection. Hence, we aim to benchmark a self-supervised representation learning methodology for AD detection.

2.3. A combination of pre-trained and conventional approaches

Incorporating domain-specific external knowledge in neural language representations is a field of research that has been actively explored with both acoustic and linguistic embeddings [20, 21]. However, a large amount of prior work is either focused on linguistic based approaches or using simple acoustic embeddings such as x-vectors [10]. In contrast, we are using a combination of state-of-the-art self-supervised techniques for speech representations and combining these with domain-knowledge informed conventional speech features.

3. Methodology

3.1. Dataset

The ADReSSo dataset we use in this work consists of set of speech recordings of picture descriptions produced by cognitively normal (or healthy) subjects and patients with an AD diagnosis, who were asked to describe the Cookie Theft picture [22] from the Boston Diagnostic Aphasia Examination [22]. There are speech samples from 237 participants in total, out of which 166 are in the training set, and 71 in the test set (70/30 split balanced for demographics). Out of the samples in the training set, 83 were cognitively healthy, while 83 had AD. The prediction dataset used is matched for age and gender so as to minimise risk of bias in the prediction tasks using a propensity score. Along with the recorded speech data, the dataset also included segmentation profiles for optional use.

For all our acoustic approaches, we use the full unsegmented audio, following the baseline acoustic approach [7] and prior works [18, 23].

3.2. Feature Extraction

3.2.1. Using conventional acoustic features from speech

We extract 168 acoustic features from the unsegmented speech audio files. These include several statistics such as mean, variance, kurtosis, etc. of mel-frequency cepstral coefficients (MFCCs), following prior work [4]. We only use samples from the audio component provided with the dataset, and do not perform any Automatic Speech Recognition or linguistic analyses.

3.2.2. Using embeddings from pre-trained deep neural models for audio representation

In order to create audio representations using this approach, we make use of the huggingfaceут implementation of the wav2vec2 2.0 [10] base model wav2vec2-base-960h. This base model is pretrained and fine-tuned on 960 hours of Librispeech on 16KHz sampled speech audio. We first represent each unsegmented audio file as a waveform with librosa. We then tokenize waveforms using Wav2VecTokenizer and if necessary, divide them into smaller chunks (with the maximum size of 320000 in our case) to fit into memory, afterwards we feed them into the wav2vec 2.0 model. The last hidden state of the model is used as an embedded representation of audio. When tokenized waveforms are divided into several chunks, the mean value of all chunks is computed to generate the final embedding.

3.2.3. A combination of both approaches

In this approach, we study if engineered feature and pre-trained embeddings can augment each other by concatenating the representations at audio sample level. We combine representations from pre-trained models and conventional acoustic features by simply concatenating them. Hence, the dimension of the overall representation is the sum of the individual dimensions (936-dimensional representation vector overall).

3.3. Evaluation Methods

We evaluate performance primarily using accuracy scores, since all train/test sets are known to be balanced. We also report precision, recall, and F1 with respect to the positive class (AD).

Cross-validation on ADReSSo train set: We use two cross-validation strategies in our work – leave-one-subject-out (LOSO) CV and 10-fold CV. We report evaluation metrics with both these strategies for all models for direct comparison between approaches and with challenge baseline.

Predictions on ADReSSo test set: We generate predictions from the top-5 performing classifiers – where these classifiers are selected on the basis of highest LOSO-CV train accuracy, and challenge test predictions are generated from models trained on the last LOSO train split. We report performance on the challenge test set, as obtained from the challenge organizers.

1https://huggingface.co/models
2https://librosa.org/
Table 1: 10-fold CV and LOSO-CV results averaged across all the folds on the ADReSS train set. Bold indicates the best performing approach for each model, bold+italics indicate the best overall performance for the metric.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy 10-fold CV</th>
<th>Accuracy LOSO CV</th>
<th>Precision 10-fold CV</th>
<th>Precision LOSO CV</th>
<th>Recall 10-fold CV</th>
<th>Recall LOSO CV</th>
<th>F1 10-fold CV</th>
<th>F1 LOSO CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-feat</td>
<td>0.6084</td>
<td>0.6386</td>
<td>0.6774</td>
<td>0.7213</td>
<td>0.4828</td>
<td>0.5057</td>
<td>0.5638</td>
<td>0.5946</td>
</tr>
<tr>
<td>LR-embed</td>
<td>0.6867</td>
<td>0.6747</td>
<td>0.6882</td>
<td>0.7356</td>
<td>0.7356</td>
<td>0.7111</td>
<td>0.7033</td>
<td></td>
</tr>
<tr>
<td>LR-combo</td>
<td>0.6807</td>
<td>0.6687</td>
<td>0.7024</td>
<td>0.6951</td>
<td>0.6782</td>
<td>0.6552</td>
<td>0.6901</td>
<td>0.6746</td>
</tr>
<tr>
<td>SVM-feat</td>
<td>0.6265</td>
<td>0.6566</td>
<td>0.8377</td>
<td>0.9167</td>
<td>0.3448</td>
<td>0.3793</td>
<td>0.4918</td>
<td>0.5366</td>
</tr>
<tr>
<td>SVM-embed</td>
<td>0.6687</td>
<td>0.6566</td>
<td>0.6818</td>
<td>0.6705</td>
<td>0.6897</td>
<td>0.6782</td>
<td>0.6857</td>
<td>0.6743</td>
</tr>
<tr>
<td>SVM-combo</td>
<td>0.6928</td>
<td>0.6807</td>
<td>0.7308</td>
<td>0.7297</td>
<td>0.6552</td>
<td>0.6207</td>
<td>0.6909</td>
<td>0.6708</td>
</tr>
<tr>
<td>NN-feat</td>
<td>0.6084</td>
<td>0.6263</td>
<td>0.6833</td>
<td>0.6923</td>
<td>0.4713</td>
<td>0.5172</td>
<td>0.5578</td>
<td>0.5921</td>
</tr>
<tr>
<td>NN-embed</td>
<td>0.6747</td>
<td>0.6566</td>
<td>0.6774</td>
<td>0.6705</td>
<td>0.7241</td>
<td>0.6782</td>
<td>0.7000</td>
<td>0.6743</td>
</tr>
<tr>
<td>NN-combo</td>
<td>0.6506</td>
<td>0.6928</td>
<td>0.6706</td>
<td>0.7000</td>
<td>0.7241</td>
<td>0.6782</td>
<td>0.6628</td>
<td>0.7119</td>
</tr>
<tr>
<td>DT-feat</td>
<td>0.5964</td>
<td>0.5843</td>
<td>0.6190</td>
<td>0.6071</td>
<td>0.5977</td>
<td>0.5862</td>
<td>0.6082</td>
<td>0.5985</td>
</tr>
<tr>
<td>DT-embed</td>
<td>0.6446</td>
<td>0.6807</td>
<td>0.6591</td>
<td>0.6809</td>
<td>0.6667</td>
<td>0.7356</td>
<td>0.6629</td>
<td>0.7072</td>
</tr>
<tr>
<td>DT-combo</td>
<td>0.6506</td>
<td>0.6867</td>
<td>0.6593</td>
<td>0.6882</td>
<td>0.6897</td>
<td>0.7356</td>
<td>0.6742</td>
<td>0.7111</td>
</tr>
</tbody>
</table>

Table 2: AD detection results on unseen, held-out ADReSS test set. Bold indicates the best result.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic baseline</td>
<td>0.6479</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM-feat</td>
<td>0.6479</td>
<td>0.9167</td>
<td>0.3143</td>
<td>0.4681</td>
</tr>
<tr>
<td>LR-embed</td>
<td>0.6056</td>
<td>0.6000</td>
<td>0.6000</td>
<td>0.6000</td>
</tr>
<tr>
<td>DT-embed</td>
<td>0.5775</td>
<td>0.5714</td>
<td>0.5714</td>
<td>0.5714</td>
</tr>
<tr>
<td>SVM-combo</td>
<td>0.6761</td>
<td>0.6364</td>
<td>0.8000</td>
<td>0.7089</td>
</tr>
<tr>
<td>LR-combo</td>
<td>0.6056</td>
<td>0.6000</td>
<td>0.6000</td>
<td>0.6000</td>
</tr>
</tbody>
</table>

4. Results

4.1. AD detection results on the ADReSS train set

The results of both LOSO and 10-fold CV evaluation of classification models’ performance show that the conventional features-based approach consistently underperforms in terms of accuracy, recall and F1 score (see Table 1). The feature-based approach, however, outperforms all the other approaches in terms of precision with the SVM model. With the NN and DT models, feature-based approach reaches high precision levels, although it is not the best performing NN models (see Table 1).

Embedding-based and combo approaches compete for best performance in terms of accuracy, recall and F1 score. With logistic regression, embedding-based approach outperforms all the other approaches both in terms of accuracy, recall and F1. With the neural net model, the type of cross-validation determines whether it is the embedding-based or the combo approach that performs the best. With decision trees, however, the combination of conventional features and embeddings of speech perform the best in all the cases, even in terms of precision.

4.2. AD detection results on the unseen ADReSS test set

Five models were selected based on their performance on the train set – magnitude as well as well as stability of accuracy in the two modes of CV – to submit to the ADReSS challenge. All model hyper-parameters were set to their default values as on the scikit-learn implementation for each of these (i.e., same as in previous sections).

5. Discussion

5.1. Classification performance

The models employing the feature-based approach are performing the best on the train data in terms of precision, when evaluated using LOSO CV. Both the highest achieved precision level (91.67% with SVM-feat) and the second-best result (72.13%
cross-validated performance on the train set (6.7-13.6% difference from the speech characterization of patients with AD [5, 6, 12, 4].

Acoustic features were extracted based on several prior works on AD. This is not surprising, as these approaches are potentially the best candidate for models when precision is the most important metric. This is because these models could be a good candidate in a real-life deployment of AD screening models, when high precision is much more important than recall or overall accuracy.

There is no clear difference in train performance between the embedding-based and combo approaches. Combo models tend to perform better when evaluated using LOSO CV method, while embedding-based models often outperform combo models when evaluated using 10-fold CV. The test results show that the SVM-combo model has the best result, but more detailed analysis of generalizability of the three approaches is necessary.

### 5.2. Generalizability

In order to assess generalizability of the models, we first calculate the difference in performance of the five submitted models on the test and the train sets (see Table 3).

Feature-based model (SVM-feat) has no gap between test and train performance in terms of precision, and even surpasses the 10-fold CV precision on the test set. This model also achieves the highest precision levels both on the train and test sets, which allows us to conclude that the feature-based approach is potentially the best candidate for models when precision is the most important metric. This is not surprising, as these features were extracted based on several prior works on the speech characterization of patients with AD [5, 6, 12, 4].

Both embedding-based models (LR-embed and DT-embed) have a substantial gap between the test performance and the cross-validated performance on the train set (6.7-13.6% difference, with the test performance always being lower). The combination approaches on average, however, result in a smaller gap, especially in terms of accuracy, recall and F1 score. The SVM-combo model even performs better on the test set, when evaluated using recall and F1 metrics. In terms of accuracy, the SVM-combo model shows only 0.46% lower performance on the test set than on the train set, when cross-validated using the LOSO method. Such a slight difference confirms that the combination approach in general is a more generalizable method to train the AD detection system, comparing to using the embedding-based representations of speech alone.

We also aim to understand whether 10-fold or LOSO CV is the best approach to evaluate the model in order to achieve the result that is close to the expected test performance. For this, we additionally compare performance of each model between LOSO and 10-fold CV (see Table 4). With the feature-based approach, LOSO CV results are usually higher than those of 10-fold CV. As these models are most suitable for precision-focused cases (as we discussed above) and given test precision does not differ much from the LOSO CV results, the best solution would be to use LOSO CV evaluation when training these models on the data similar in size to the ADReSSo dataset.

With embedding-based and combo models, 10-fold CV mostly tends to outperform LOSO CV. However, test performance is in most cases closer to the LOSO CV performance. So with these approaches, similarly as with the feature-based approach, relying on the LOSO CV would be a more reliable strategy, when data is similar to the ADReSSo dataset. Note that these findings are dependant on the speech representation and modeling strategies as well as dataset domain in our study.

### 6. Conclusions and Future Work

In this paper we study the performance of conventional acoustic feature-based and pre-trained embedding-based classification approaches on Alzheimer’s Disease detection from speech on the ADReSSo challenge dataset. We observe that feature-based approaches have a higher precision in general, and hence might be well-suited for screening AD via speech analysis. However, a more balanced performance across multiple-metrics is achieved by embedding-based approaches both while cross-validating on the train set and when tested on the unseen test set. Finally, we observe that a representation combining embeddings and conventional features outperforms both individual approaches, and attains an accuracy 2.8% higher than the best acoustic baseline in the challenge. With our careful comparisons, we hope to contribute to principled evaluations of the performance and generalizability of classification strategies on the important task of Alzheimer’s Disease detection from speech. In future work, we will focus on different strategies to combine and fine-tune embeddings and feature-based models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy w/ 10-fold</th>
<th>Precision w/ 10-fold</th>
<th>Recall w/ 10-fold</th>
<th>F1 w/ 10-fold</th>
<th>Accuracy w/ LOSO</th>
<th>Precision w/ LOSO</th>
<th>Recall w/ LOSO</th>
<th>F1 w/ LOSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-feat</td>
<td>3.02%</td>
<td>4.39%</td>
<td>2.29%</td>
<td>3.08%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR-embed</td>
<td>-1.20%</td>
<td>-1.45%</td>
<td>0.00%</td>
<td>-0.78%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN-feat</td>
<td>-1.81%</td>
<td>-2.18%</td>
<td>-4.59%</td>
<td>-2.57%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT-embed</td>
<td>-1.21%</td>
<td>-1.19%</td>
<td>-1.15%</td>
<td>-1.14%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM-combo</td>
<td>-1.20%</td>
<td>-0.73%</td>
<td>-2.30%</td>
<td>-1.55%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR-combo</td>
<td>-1.21%</td>
<td>0.90%</td>
<td>4.34%</td>
<td>4.48%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NN-combo</td>
<td>-1.81%</td>
<td>-0.69%</td>
<td>-4.59%</td>
<td>-2.57%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT-combo</td>
<td>-1.21%</td>
<td>-1.11%</td>
<td>-3.45%</td>
<td>-2.01%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

Alzheimer’s disease (AD) is a neurodegenerative syndrome which affects tens of millions of elders worldwide. Although there is no treatment currently available, early recognition can improve the lives of people with AD and their caretakers and families. To find a cost-effective and easy-to-use method for dementia detection and address the dementia classification task of InterSpeech 2021 ADReSSo (Alzheimer’s Dementia Recognition through Spontaneous Speech only) challenge, we conduct a systematic comparison of approaches to detection of cognitive impairment based on spontaneous speech. We investigated the characteristics of acoustic modality and linguistic modality directly based on the audio recordings of narrative speech, and explored a variety of modality fusion strategies. With an ensemble over top-10 classifiers on the training set, we achieved an accuracy of 81.69% compared to the baseline of 78.87% on the test set. The results suggest that although transcription errors will be introduced through automatic speech recognition, integrating textual information generally improves classification performance. Besides, ensemble methods can boost both the accuracy and the robustness of models.

Index Terms: Cognitive Decline Detection, Modality Fusion, Alzheimer’s Disease, Computational Paralinguistics

1. Introduction

Dementia is a syndrome associated with a deterioration in memory, language, problem-solving, and other cognitive functions to perform daily activities. According to the estimation of WHO, there are around 50 million people having dementia worldwide, and this number is increasing by nearly 10 million every year. Amongst many different forms of dementia, Alzheimer’s disease is the most common one and contributes to 60–70% of total cases [1]. Screening of Alzheimer’s dementia is typically conducted through paper-and-pencil cognitive tests, such as the Mini Mental Status Examination (MMSE) [2] and the Montreal Cognitive Assessment (MoCA) [3]. Although cheap and quick to administer, the scoring process totally relies on the personal judgment of clinicians, which may introduce errors and result in a high inter-rater variability [4]. To address these issues, extensive studies have been carried out for the purpose of automated cognitive assessment [5]. One promising direction is speech-based screening. Speech signals can be relatively easily collected throughout the day without burdening the participants or the researchers. Moreover, the rapid development of speech technology and machine learning algorithms provides us a good opportunity to utilize those speech data for automatic screening of dementia [6] and finally translate speech-based methods into clinical practice.

There are existing efforts on the acoustic characteristics of AD. In [7], Warnita et al. extracted several sets of paralinguistic features from speech utterances in DementiaBank Pitt Corpus [8]. They trained a gated convolutional neural network for utterance-level AD classification, and then made the final verdict for each subject through majority voting. The best accuracy of 73.6% was achieved from this acoustic-only method. Luz et al. [9] assessed the effectiveness of several other acoustic feature sets with different classifiers for AD detection on the same data set. They showed that the eGeMAPS feature set provided the best single feature set accuracy and simple hard fusion of feature sets could improve the accuracy from 71.34% to 78.70%. [10] used low-level descriptors of IS10-Paralinguistics feature set [11] and Bag-of-Acoustic-Words (BoAW) for feature aggregation, and achieved a leave-one-subject-out (LOSO) accuracy of 76.85% on the training set of InterSpeech 2020 ADReSS challenge. Moreover, there are evidences showing that using manual transcripts of speech or a combination of transcripts and speech audio can generally lead to better performance compared to using audio alone. In [12], Yuan et al. explored disfluencies and language problems in Alzheimer’s Disease subjects, and achieved the best accuracy 89.6% on the test set of the ADReSS challenge by fine-tuning Transformer-based pre-trained language models. Syed et al. achieved an accuracy of 85.45% on the same challenge task [10] by using both acoustic features and linguistic features from manual transcription.

In this paper, we conducted a systematic comparison of methods of detecting cognitive impairment based on a narrative speech from a picture description task, and extensively explored different modality fusion strategies. First, we investigated the characteristics of acoustic modality and trained machine learning classifiers based on speech paralinguistic feature sets. Next, we generated two sets of transcripts through automatic speech recognition (ASR) and extracted linguistic features, both deep text embedding, and human-defined psychological features, from transcripts for dementia screening. Finally, we compared different modality fusion strategies to boost the performance of our model. Our proposed model outperformed the ADReSS challenge baseline for AD classification task on both training partition and test partition.

2. Dataset

The ADReSS challenge [6] released two distinct benchmark datasets for three different tasks. The dataset for AD classification consists of audio recordings of a picture descriptions task from both cognitively healthy people and patients diagnosed with AD. Participants were asked to describe the Cookie Theft picture from the Boston Diagnostic Aphasia Examination [8]. Recordings were preprocessed with stationary noise removal and audio volume normalization across audio segments to reduce the variation caused by recording conditions [6].

The resulting dataset includes 237 audio files. To minimize the risk of bias in the prediction, these files are carefully partitioned into training and test sets at a ratio of 7:3 so as to preserve
the balance of gender and age distribution [6]. There are 166 instances allocated to the training set. Among them, 87 subjects are diagnosed with dementia and 79 are elderly normal controls. The other 71 instances are allocated to the test set, among which 35 are with an AD diagnosis and 36 are cognitively normal.

3. Methodology

In this paper, we investigate the efficacy of logistic regression (LR) model on AD screening, as well as modality fusion strategies to boost the performance of the model. The schematic workflow of audio-based and ASR transcripts-based screening is shown in Figure 1.

3.1. Screening based on speech

In this section, we use python library librosa [13] and opensource audio feature extraction toolkit openSMILE [14] for audio preprocessing and paralinguistic acoustic feature extraction. Paralinguistics have been widely used for emotion recognition and detection of some other mental disorders such as depression [15] and bipolar disorder [16]. Evidence shows that AD patients have deterioration in emotional control [1] and may have difficulty in expressing emotions in prosodies [17]. Based on this, we hypothesize that paralinguistic acoustics is a good candidate for AD biomarkers. Five sets of acoustic features which are designed to represent paralinguistic characteristics of speech are extracted as follows.

1. Mel-frequency cepstral coefficients (MFCCs)[18]
   The first 13 MFCC bands (0-12), and corresponding 13 delta MFCCs and 13 delta-delta MFCCs, which reflect the rate of change and the acceleration in MFCCs, are extracted. Descriptive statistics functions are applied, totaling 468 features for one utterance.

2. The Geneva Minimalistic Acoustic Parameter Set (GeMAPS)[19]
   GeMAPS contains the 18 low-level descriptors(LLD), including frequency related parameters pitch, jitter, formants, energy related parameters shimmer, loudness, harmonics-to-noise ratio (HNR), and several spectral parameters. Statistical functionals are applied to each LLD, totalling 62 parameters.

3. The extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS)[19]
   An extension set, which contains 7 LLDs of cepstral and dynamic parameters and corresponding functionals, is added to the GeMAPS. In total, 88 features are extracted per utterance.

4. INTERSPEECH 2016 Computational Paralinguistics Challenge Feature Set (ComParE-2016)[20]
   ComParE is the largest standard set of openSMILE with 6373 features. It is a brute-force feature set that has proved to be useful for a variety of speech paralinguistic tasks. ComParE-2016 is the most recent version of the ComParE.

5. INTERSPEECH 2010 Paralinguistics Challenge Feature Set (IS10-Paraling.)[11]
   IS10-Paralinguisitics contains 38 LLDs and 38 corresponding delta coefficients. 21 functionals are applied to these LLDs, totaling 76 LLD for one frame and 1582 features for one utterance. This feature set can be considered as a low-dimensional alternate to the ComParE.

Extracted feature sets are normalized by standard min-max scaling and passed down to the logistic regression classifier as illustrated in the machine learning pipeline in Figure 1.

3.2. Screening based on auto-transcription

Language impairment is a distinguishing marker of dementia [5]. In addition to analyzing acoustic characteristics of AD, we also utilize ASR techniques to introduce the second modality, which is transcript text. Three sets of linguistic features are then extracted from each auto-transcript, as illustrated in Figure 1.

3.2.1. Automated transcript generation through ASR

We use two different approaches to generate transcripts from spontaneous speech. The first approach is using a pre-trained English DeepSpeech model from Mozilla [21]. The second is using Google Cloud standard speech-to-text service. Both transcribing processes can be done automatically, with no need for model fine-tuning or human intervention. Linguistic feature sets are extracted from transcripts produce by each approach.

3.2.2. Linguistic feature based screening

The language feature sets can be largely categorized into two classes. One is a transparent linguistic feature set, in which each individual feature has a well-defined meaning and thus having desirable interpretability. Linguistic Inquiry and Word Count (LIWC) [22] is one such text analysis method. It counts words in psychologically meaningful categories. Extensive studies using LIWC demonstrated its ability to detect meaning in a wide variety of experimental settings, such as attentional focus, emotion, and thinking styles. Here we extract a 64-dimensional LIWC vector from each transcript.

Another category of linguistic feature is language embedding which usually a dense numerical representation of a word or a sentence. Those embeddings have already shown great success in a variety of tasks of natural language processing [23]. We investigate the efficacy of pre-trained embeddings from deep language model Bidirectional Encoder Representations from Transformers (BERT) [24]. Specifically, we compute embedding for each word(BERT\text{word}) and embedding for the whole transcript(BERT\text{trans}) from pretrained BERT base uncased model using the Huggingface Transformers library[25]. BERT\text{trans}, as a 768-dim linguistic feature, is passed to the downstream pipeline directly, while BERT\text{word} are first aggregated by four kinds of pooling functions (max, min, average, and standard deviation) to generate a transcript-level representation. The outputs of
pooling operations are concatenated, resulting in a 6373-dim vector, and passed down to the LR classifier (Figure 1).

### 3.2.3. Modality fusion

To make full use of audio and text modalities, we explored a multimodal framework for the automatic screening of AD. We first apply a straightforward early fusion or data-level fusion [26] by selecting a good performing feature set in each modality, and concatenating features into a single vector for each sample. Different combinations of feature sets are investigated for comparison. Besides, we also applied the late fusion (decision level fusion) strategy which uses input modalities independently followed by fusion at a decision-making stage. It is inspired by the popularity of ensemble methods [27]. Three different rules are used in this paper to combine independently trained classifiers: a) majority voting of predicted class labels, b) average fusion of predicted class probabilities, and c) weighted average fusion of class probabilities with the weight set as the accuracy of the corresponding base classifiers.

### 4. Experiments and Results

We use LR classifier for the AD classification task. Two hyper-parameters are fine-tuned for optimized performance. Regularization strength $\lambda$ was tuned with grid search between a range of $5e-5$ and $1e2$, and penalty is chosen from $\{L1, L2\}$.

#### 4.1. LOSO evaluation of acoustic models

In Table 1, we show the classification results of five acoustic feature sets. eGeMAPS outperforms other sets with a leave-one-subject-out (LOSO) accuracy of 74.10% on the training set. This result is closely followed by the Paraling. and ComParE models which achieve the second-best single model accuracy of 71.69%. Since Paraling. is a low-dimensional alternate to the ComParE set, these tied results are as expected. The model based on GeMAPS achieved an accuracy of 68.67%, which is 5.43% lower than the eGeMAPS based model. This indicates that the 26 additional features in the extended minimalistic set do have some contribution to dementia recognition. Furthermore, the ensemble methods can boost the overall performance of audio modality to 77.11%.

#### 4.2. LOSO evaluation of linguistic models

From the summary in Table 2, we see that models based on transcripts generated by Google Cloud universally outperform models based on DeepSpeech transcripts. Among them, BERT word embedding model achieved the best LOSO accuracy of 5.43% lower than the eGeMAPS based model. This indicates that the latter may have a better speech recognition performance on this particular data set. This partially explains why models based on the latter generally have better classification performance.

### 4.3. Modality Fusion

An ideal feature set should be compact enough to be implemented in a real-time system and robust enough to detect subtle changes of spontaneous speech of people developing dementia. Here we used early and late fusion strategies to investigate the multi-modality classification problem and the results are summarized in Table 3. Three linguistic feature sets based on Google Cloud transcripts are combined with each one of the top three acoustic feature sets in Section 4.1. The best accuracy is achieved by simple early fusion of google-LIWC (g-LIWC) and eGeMAPS. This combination also produces the most compact feature set (152 features in total) in our modality fusion settings. Furthermore, feature sets from both modalities are interpretable, which can help us to have a better understanding of the linguistic and paralinguistic characteristics of the disease. The second-best performance comes from the late average fusion of google-BERTsent (g-BERTsent) and eGeMAPS, which is higher than the early fusion of the same sets. Late fusion, however, does not always outperform early fusion. Late fusion of g-LIWC and eGeMAPS, for example, has an accuracy 9% lower than the early fusion. Besides, we also applied ensemble methods to combine the predictions of either all of the twenty single classifiers or the selected top ten classifiers. An early fusion model is considered a single classifier here since it is trained only once after feature concatenation. The best ensemble accuracy is 80.72% following the majority voting rule.

### Table 1: Summary of results for AD classification using acoustic features on LOSO cross-validation

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Accu.</th>
<th>F1</th>
<th>Spec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>67.47</td>
<td>69.32</td>
<td>64.56</td>
</tr>
<tr>
<td>GeMAPS</td>
<td>68.67</td>
<td>70.79</td>
<td>64.56</td>
</tr>
<tr>
<td>eGeMAPS</td>
<td><strong>74.10</strong></td>
<td><strong>75.98</strong></td>
<td><strong>69.62</strong></td>
</tr>
<tr>
<td>ComParE</td>
<td>71.69</td>
<td>72.83</td>
<td>70.89</td>
</tr>
<tr>
<td>Paraling.</td>
<td>71.69</td>
<td>72.19</td>
<td><strong>73.42</strong></td>
</tr>
<tr>
<td>Maj. voting</td>
<td><strong>77.11</strong></td>
<td><strong>78.41</strong></td>
<td><strong>74.68</strong></td>
</tr>
<tr>
<td>Avg. fusion</td>
<td>74.7</td>
<td>75.58</td>
<td><strong>74.68</strong></td>
</tr>
<tr>
<td>Wgt. fusion</td>
<td>74.7</td>
<td>75.58</td>
<td><strong>74.68</strong></td>
</tr>
</tbody>
</table>

### Table 2: Summary of results for AD classification using linguistic features on LOSO cross-validation

<table>
<thead>
<tr>
<th>ASR Model</th>
<th>Feature Set</th>
<th>Accu.</th>
<th>F1</th>
<th>Spec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepSpeech</td>
<td>LIWC</td>
<td>67.47</td>
<td>71.28</td>
<td>56.96</td>
</tr>
<tr>
<td></td>
<td>BERTword</td>
<td>68.07</td>
<td>71.04</td>
<td>60.76</td>
</tr>
<tr>
<td></td>
<td>BERTsent</td>
<td>70.48</td>
<td>73.22</td>
<td>63.29</td>
</tr>
<tr>
<td>Maj. Voting</td>
<td></td>
<td>69.88</td>
<td>72.53</td>
<td>63.29</td>
</tr>
<tr>
<td>Avg. Fusion</td>
<td></td>
<td>66.87</td>
<td>69.95</td>
<td>59.49</td>
</tr>
<tr>
<td>Wgt. Fusion</td>
<td></td>
<td>67.47</td>
<td>70.33</td>
<td>60.76</td>
</tr>
<tr>
<td>Overall</td>
<td>Maj. Voting</td>
<td>73.49</td>
<td>75.0</td>
<td>70.89</td>
</tr>
<tr>
<td></td>
<td>Avg. Fusion</td>
<td>72.29</td>
<td>74.44</td>
<td>67.09</td>
</tr>
<tr>
<td></td>
<td>Wgt. Fusion</td>
<td>72.29</td>
<td>74.44</td>
<td>67.09</td>
</tr>
</tbody>
</table>

75.30%. This result is followed by the result of another embedding based model BERTsent. LIWC based models from both transcription settings have an accuracy of less than 70%.

We noticed that the average number of words is 60.9 for transcripts generated by pretrained DeepSpeech and 91.2 for those generated by Google Cloud speech-to-text service, which indicates that the latter may have a better speech recognition performance on this particular data set. This partially explains why models based on the latter generally have better classification performance.
Table 3: Results of multimodal methods on training set LOSO cross-validation

<table>
<thead>
<tr>
<th>FS</th>
<th>Feature Set</th>
<th>Accu.</th>
<th>F1</th>
<th>Spec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early</td>
<td>g-LIWC+GeMAPS</td>
<td>81.93</td>
<td>82.56</td>
<td>82.28</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;word&lt;/sub&gt;+GeMAPS</td>
<td>75.90</td>
<td>76.74</td>
<td>75.95</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;sent&lt;/sub&gt;+GeMAPS</td>
<td>74.10</td>
<td>75.71</td>
<td>70.89</td>
</tr>
<tr>
<td></td>
<td>g-LIWC+ComParE</td>
<td>71.69</td>
<td>73.45</td>
<td>68.35</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;word&lt;/sub&gt;+ComParE</td>
<td>74.70</td>
<td>75.58</td>
<td>74.68</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;sent&lt;/sub&gt;+ComParE</td>
<td>75.30</td>
<td>76.02</td>
<td>75.95</td>
</tr>
<tr>
<td>Late</td>
<td>g-LIWC + eGeMAPS</td>
<td>72.29</td>
<td>74.16</td>
<td>68.35</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;word&lt;/sub&gt; + eGeMAPS</td>
<td>77.71</td>
<td>78.61</td>
<td>77.22</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;sent&lt;/sub&gt; + eGeMAPS</td>
<td>75.90</td>
<td>77.01</td>
<td>74.68</td>
</tr>
<tr>
<td></td>
<td>g-LIWC + ComParE</td>
<td>71.08</td>
<td>72.09</td>
<td>70.89</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;word&lt;/sub&gt; + ComParE</td>
<td>72.89</td>
<td>74.29</td>
<td>70.89</td>
</tr>
<tr>
<td></td>
<td>g-BERT&lt;sub&gt;sent&lt;/sub&gt; + ComParE</td>
<td>72.29</td>
<td>73.26</td>
<td>72.16</td>
</tr>
<tr>
<td>Ens.</td>
<td>Overall Avg.</td>
<td>75.3</td>
<td>76.84</td>
<td>72.15</td>
</tr>
<tr>
<td></td>
<td>Overall Maj.</td>
<td>77.11</td>
<td>79.12</td>
<td>70.89</td>
</tr>
<tr>
<td></td>
<td>Overall Wgt.</td>
<td>80.12</td>
<td>80.92</td>
<td>79.75</td>
</tr>
<tr>
<td></td>
<td>Top-10 Avg.</td>
<td>79.52</td>
<td>80.23</td>
<td>79.75</td>
</tr>
<tr>
<td></td>
<td>Top-10 Maj.</td>
<td>80.72</td>
<td>81.18</td>
<td>82.28</td>
</tr>
<tr>
<td></td>
<td>Top-10 Wgt.</td>
<td>79.52</td>
<td>80.23</td>
<td>79.75</td>
</tr>
</tbody>
</table>

Table 4: Summary of results for AD classification on test set

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Accu.</th>
<th>F1</th>
<th>Spec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>g-LIWC+GeMAPS</td>
<td>64.79</td>
<td>72.22</td>
<td>61.54</td>
</tr>
<tr>
<td>g-BERT&lt;sub&gt;sent&lt;/sub&gt;+Paraling.</td>
<td>74.65</td>
<td>80.56</td>
<td>72.73</td>
</tr>
<tr>
<td>Audio Maj.</td>
<td>67.61</td>
<td>77.78</td>
<td>63.49</td>
</tr>
<tr>
<td>Top-10 Maj.</td>
<td>80.28</td>
<td>88.89</td>
<td>78.13</td>
</tr>
<tr>
<td>Top-10 Avg.</td>
<td>81.69</td>
<td>88.89</td>
<td>80.00</td>
</tr>
<tr>
<td>Challenge baseline [6]</td>
<td>78.87</td>
<td>77.78</td>
<td>78.87</td>
</tr>
</tbody>
</table>

4.4. Predictions for the test partition

ADReSSo challenge allows each team to submit the results of five attempts. A summary of the baseline and our results for the test set is provided in Table 4. For the first attempt, we use predictions from the early fusion of g-LIWC and eGeMAPS, which was the best performing model on the training partition by achieving an accuracy of 81.93%. On the test set, however, this model only achieved an accuracy of 64.79%, which indicates overfitting on the training set. The second attempt is the early fusion of g-BERT<sub>sent</sub> and Paraling., which is the second-best early fusion model. The performance dropped a little bit on the test set from 77.11% to 74.65%. The third attempt is the majority voting of all the classifiers from audio modality which was the best performing model on the training partition by achieving an accuracy of 81.18%. On the test set, however, the text domain, such methods are underutilized in the speech domain.

Our model built on linguistic and acoustic features achieved the best accuracy of 81.69% on the test set, while paralinguistics based model only had an accuracy of 67.61%. This indicates that although paralinguistic changes are potential markers of dementia, acoustic modality alone may not have enough information for the diagnosis of disease. Introducing linguistic features through ASR often leads to a considerable improvement to the predictions accuracy of the disease, despite the fact that the ASR transcripts have a relatively high word error rate.

Another observation is that, from the aspect of accuracy and robustness, ensemble methods generally gives better performance, especially when we have lots of individual classifiers. This is because the errors from multiple models are dealt with independently.

We also noticed that the most promising model based on eGeMAPS and g-LIWC on the training set performs worst among the five attempts on the test partition. One explanation for the performance gap between training and test stages might be the disadvantage of LOSO cross validation. Even though test-error is unbiased in each iteration, LOSO has a high variability as only one observation is predicted for validation. Stratified 10-fold cross-validation or nested cross validation could be applied in future study to alleviate the overfitting issue caused by LOSO. Another possible explanation might be the choice of base classifier. Our logistic regression model marginally outperformed other machine learning classifiers, including SVM, decision tree, and multilayer perceptron, regarding the LOSO performance on the training set, while other classifiers might be more robust to the outliers or have a better generalization capability.

5. Discussion

The effectiveness of several paralinguistic feature sets for Alzheimer’s recognition was evaluated in Section 4.1. In addition to utilizing those predefined features sets, one future direction could be introducing paralinguistic embeddings generated from a representation model pretrained on a large external dataset to our dementia recognition pipeline. While representation learning models like BERT have achieved great success in the text domain, such methods are underutilized in the speech domain.

Our model built on linguistic and acoustic features achieved the best accuracy of 81.69% on the test set, while paralinguistics based model only had an accuracy of 67.61%. This indicates that although paralinguistic changes are potential markers of dementia, acoustic modality alone may not have enough information for the diagnosis of disease. Introducing linguistic features through ASR often leads to a considerable improvement to the predictions accuracy of the disease, despite the fact that the ASR transcripts have a relatively high word error rate.

Another observation is that, from the aspect of accuracy and robustness, ensemble methods generally gives better performance, especially when we have lots of individual classifiers. This is because the errors from multiple models are dealt with independently.

We also noticed that the most promising model based on eGeMAPS and g-LIWC on the training set performs worst among the five attempts on the test partition. One explanation for the performance gap between training and test stages might be the disadvantage of LOSO cross validation. Even though test-error is unbiased in each iteration, LOSO has a high variability as only one observation is predicted for validation. Stratified 10-fold cross-validation or nested cross validation could be applied in future study to alleviate the overfitting issue caused by LOSO. Another possible explanation might be the choice of base classifier. Our logistic regression model marginally outperformed other machine learning classifiers, including SVM, decision tree, and multilayer perceptron, regarding the LOSO performance on the training set, while other classifiers might be more robust to the outliers or have a better generalization capability.
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Abstract
In order to protect vulnerable people in telemarketing, organisations have to investigate the speech recordings to identify them first. Typically, the investigation is manually conducted. As such, the procedure is costly and time-consuming. With an automatic vulnerability detection system, more vulnerable people can be identified and protected. A standard telephone conversation lasts around 5 minutes, the detection system is expected to be able to identify such a potential vulnerable speaker from speech segments. Due to the complexity of the vulnerability definition and the unavailable annotated vulnerability examples, this paper attempts to address the detection problem as three classification tasks: age classification, accent classification and patient/non-patient classification utilising publicly available datasets. In the proposed system, we trained three sub models using acoustic and textual features for each sub task. Each trained model was evaluated on multiple datasets and achieved competitive results compared to a strong baseline (i.e. in-dataset accuracy). 

Index Terms: vulnerability detection, speech and text processing, age classification, accent classification, patient/non-patient classification, feature extraction, feature selection

1. Introduction
Protecting vulnerable people is a vital part of government regulation bodies and commercial companies in telemarketing [1, 2]. Vulnerability is a complex issue to detect as it is a multifaceted phenomenon that involves considering biological, psychological and social elements. According to [1, 2], everyone can be vulnerable – people with health conditions, older adults and children are arguably more likely to be vulnerable. Further, as the conversations conducted are conducted in English, people from non-English speaking countries may also be more vulnerable to being mis-sold products. When there is no priority information of the vulnerability criteria in the database, it is costly and time-consuming for an investigator to access a large number of recordings to identify the vulnerable people. Given this, there is an increasing demand to develop an automatic vulnerability detection system [2]. To the best of our knowledge, few studies [3, 4] have been conducted in the community on tackling the vulnerability in Speech Processing, addressing a fraction of vulnerability concerns. In order to adapt to a real-time system, this paper reports the development of a detection system that is able to work from a short speech segment (i.e. the average duration of an audio clip is less than 10 seconds). Without directly relying on the annotated vulnerability data to reduce product development cost, we propose a multi-task data-driven approach to detect the vulnerability through speech recordings by decomposing the task into a collection of sub-tasks, each of which can be solved by learning from publicly available data. Automatic Speech Recognition (ASR) techniques have been greatly developed in the recent decade such as Deep Speech [5], we use both the speech transcriptions and acoustic waves to support the detection. More specifically, we investigated acoustic and textual feature selection that can be used for classifying speakers by age (i.e. child, adult or older adult), accent (i.e. native English speaker or non-native English speaker) and health status (i.e. patient with commonplace neurological difficulties or non-patient).

Our main contributions can be summarised as follows:
• We develop a vulnerability detection system for short speech segments with transcription by indicating the speaker’s age group, accent group and health status.
• We study the feature extraction to detect the vulnerable people from speech segments. We found using a combination of acoustic and textual features works better than one modality (i.e. either speech or text) in most cases.
• Unlike prior research on investigating each feature, we investigate all possible combinations of feature groups.
• We evaluate three sub models on multiple benchmark datasets. Limited data resources are publicly available for evaluating the patient model, we collected and annotated a set of patient/non-patient speech segments accompanied with transcription from YouTube\footnote{https://www.youtube.com/}.

2. Related Work
Prior works demonstrated the potential of identifying vulnerable people such as patients with dementia [6], aphasia [7] and older adults [3, 4] using speech-based approaches. Feature extraction is an essential step to traditional approaches and deep learning approaches [8]. With the acquired popularity in ASR, extracting textual features from speech recordings along the acoustic features for speech classification become more reliable. In this section, we review some acoustic and textual features that have been frequently used in the prior works and can be applied to detect the vulnerability. Fundamental Frequency (F0) is a common measure for age and gender detection. Women have a higher F0 compared to men, and children have a higher F0 compared to adults [9, 10]. Spectral features such as Mel-frequency Cepstral Coefficients (MFCCs), Filter Bank Energies (FBEs) and Spectral Centroid Coefficients (SCCs) are frequently used in a number of applications [3, 6]. Voicing features such as the duration and number of unvoiced segments [6], and voiced utterances [9, 11] have shown the effectiveness in detecting language disorders. Jitter is a measure of frequency instability whereas shimmer is a measure of amplitude instability [9]. They are frequently used to detect the fluctuation and perturbation in speech signal respectively [12].
Harmonicity refers to Harmonic-to-Noise Ratio (HNR) and Noise-to-Harmonic Ratio (NHR) that measure the voice quality and are reported as a better measure for discriminating older adults and young people [13]. Mean of autocorrelation is another measure of voice quality estimating the pitch period of a given speech signal [6]. The Term Frequency-Inverse Document Frequency (TF-IDF) vectors are used to measure the repetitiveness by the cosine similarity between documents [14]. Part-Of-Speech (POS) features are represented by the frequency of various POS tags, such as interjections (i.e., filler words) were reported frequently in the use of detecting behaviour patterns and personality recognition [15]. Type Token Ratio (TTR) measures the weight of unique words in a document and shows the vocabulary richness (i.e., lexical diversity) of a document. A more advanced measure is moving-average type-token ratio (MATTR) [16], which computes the ratio by moving a fixed-size window within the document. Vulnerable people such as patients with memory problems and second language speakers are expected to have a lower TTR [11]. Psycholinguistic features were used for speech transcripts summarisation [17]. Older adults and people with certain health condition usually have memory problems. Several emotional categories from psycholinguistic features (e.g., depression, anxiety and stress) are often considered as causes for memory problems. In addition, the topical categories from psycholinguistic features can provide some insight to evidence on the speaker’s life events.

3. Methods

We developed an automatic vulnerability detection system using a data-driven approach based on feature extraction and classification techniques. Below, we introduce the datasets and preprocessing (Section 3.1), feature extraction (Section 3.2) and classifier training details (Section 3.3).

3.1. Data

All sub-models were created and evaluated using features extracted from three English speaking TalkBank datasets (AphasiaBank [18], DementiaBank [19] and RHDBank [20]) and three large ASR datasets (Common Voice 5, VoxForge 3 and VCTK 6). For ASR datasets such as Common Voice, we use the official validated subset. TalkBank datasets contain videos conducted and recorded by investigators and students, which are interviews with patients or people from health control group. The original video files were firstly converted into audio files via MoviePy 5. Then, the audio files were trimmed into short clips by the timestamp and speaker label. In our scenario, models are created without any hand-crafted information, or probably based on the transcription from ASR. Therefore, the transcriptions were downscaled. All hand-crafted information within the transcripts (e.g., timestamps for sub-sentences, POS tags, and manually-corrected words) were removed. Due to the recording devices, we found some audio files in the TalkBank are noisy, this was also reported in Al-hameed et al. [6]. Therefore, we used spectral gating [21] to reduce the stationary noise from the audio clips. Furthermore, we extracted available speaker information such as age, accent and gender for annotating the datasets. Depending on the model, we selected 1000 instances from each class to form a validation set for each model.

3.2. Feature Extraction

The feature extractor plays an important role in the system. Two sets of features we extract from recording and transcription are shown in Table 2. We implemented an acoustic feature extractor using parselmouth 6 and librosa 7. Following Al-hameed et al. [6] and Teixeira et al. [22], we extracted acoustic features including 2 F0 variants (mean and covariance), first 42 MFCCs and their skewness, kurtosis, mean with kurtosis and skewness of the mean, 26 FBEs, 26 SCCs, 5 pitch variants (mean, median, standard deviation, minimum and maximum), 4 pulses variants (number of pulses, number of periods, mean of and standard deviation of the periods), 3 voicing (fraction of locally unvoiced frames, number and degree of voice breaks), 5 jitter variants (local, local-absolute, the relative average perturbation, five-point perturbation quotient and the average absolute difference), 6 shimmer variants (local, local-dB, three point amplitude perturbation, five-point amplitude perturbation quotient ,even-point amplitude perturbation quotient and the average absolute difference) and 3 harmony variants (mean of the autocorrelation, NHR and NHR). We implemented a textual feature extractor using scikit-learn 8. We extracted textual features including 3000-dimensional TF-IDF features, POS features, TTR and MATTR, psycholinguistic features and sentiment. We used the Universal POS tags [23] to form POS features, other POS tag marks such as Penn Treebank POS tags 9 and also can be used. We use the pre-trained Convolutional Neural Networks (CNN) based sentiment analyser from stanza [24] to produce the sentiment feature. We use Empath [25] to extract a vector of 200 lexical categories to form the topic and emotion features.

3.3. Training

We address the vulnerability detection problem as three classification tasks to find the related indicators from speech recordings and corresponding transcriptions. A collection of three separate classification models were created: an age model to classify the speaker’s age group (below 20 as child, between 20 and 60 as adult, and over 60 as older adult), a non-native model to classify the speaker’s accent group (native and non-native English speaker) and a patient model to classify the speaker’s health status (patient with aphasia, dementia or RHD and non-patient).

The number of instances used for training each sub-model is summarised as (a) age model: child (14,472), adult (18,162) and older adult (9,943); (b) non-native model: native (31,500) and non-native English speaker (31,500); (c) patient model: patient (7,000) and non-patient (7,000). Due to incomplete speaker information available in the six datasets, we use different subsets for training different model. We employ a simple data fusion technique to combine multiple data sources in training. We learn a weight w_i for each training dataset, where w_i maximises the prediction accuracy on a validation set. The weights are learned using Bayesian Optimisation [26].

The age model is trained on a combination of six datasets: Common Voice, VCTK, VoxForge, AphasiaBank, DementiaBank and RHDBank. Their audio clips and corresponding transcripts are categorised into three age groups. We found the datasets are strongly imbalanced, we adjusted the class weight for training. In addition to the original age model, we train

---

5https://voice.mozilla.org/
3http://www.voxforge.org/
6https://datashare.ed.ac.uk/handle/10283/3443
7https://zulko.github.io/moviepy/
10https://scikit-learn.org/
11https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
Table 1: Average classification accuracy (acc) with standard deviation (std), train and test time (in seconds) over 5-fold cross-validation using various learning algorithms for the age model using a validation dataset from Common Voice.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>acc</th>
<th>std</th>
<th>Train Time</th>
<th>Test Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest Neighbors</td>
<td>0.6100</td>
<td>0.0227</td>
<td>1.2412</td>
<td>1.1462</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.6300</td>
<td>0.0332</td>
<td>2.5366</td>
<td>0.1759</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.7565</td>
<td>0.0131</td>
<td>1.5734</td>
<td>0.2663</td>
</tr>
<tr>
<td>MLP</td>
<td>0.6060</td>
<td>0.0883</td>
<td>17.5251</td>
<td>0.1973</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.7070</td>
<td>0.0058</td>
<td>15.3114</td>
<td>0.3440</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.6100</td>
<td>0.0312</td>
<td>0.8323</td>
<td>0.2026</td>
</tr>
<tr>
<td>QDA</td>
<td>0.5090</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.6885</td>
<td>0.0333</td>
<td>1.4608</td>
<td>0.1595</td>
</tr>
<tr>
<td>Linear SVM with SGD</td>
<td>0.5565</td>
<td>0.0446</td>
<td>1.2600</td>
<td>0.1667</td>
</tr>
</tbody>
</table>

Table 2: Features with their dimensionality (dim). (-) denotes the shorthand name for each feature.

<table>
<thead>
<tr>
<th>Features</th>
<th>dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mel-frequency Cepstral Coefficients (mfcc)</td>
<td>506</td>
</tr>
<tr>
<td>Filter Bank Energy (thank_energy)</td>
<td>26</td>
</tr>
<tr>
<td>Spectral Centroid Coefficients (spectral_centroid)</td>
<td>26</td>
</tr>
<tr>
<td>Fundamental Frequency (ff)</td>
<td>2</td>
</tr>
<tr>
<td>Acoustic Features</td>
<td></td>
</tr>
<tr>
<td>Pitch (pitch)</td>
<td>5</td>
</tr>
<tr>
<td>Pulses (pulses)</td>
<td>4</td>
</tr>
<tr>
<td>Voking (voking)</td>
<td>3</td>
</tr>
<tr>
<td>Jitter (jitter)</td>
<td>5</td>
</tr>
<tr>
<td>Shimmer (shimmer)</td>
<td>6</td>
</tr>
<tr>
<td>Harmonicity (harmonicity)</td>
<td>3</td>
</tr>
<tr>
<td>Test Features</td>
<td></td>
</tr>
<tr>
<td>Type Token Ratio (ttr)</td>
<td>17</td>
</tr>
<tr>
<td>Topic and Emotion (empath)</td>
<td>194</td>
</tr>
<tr>
<td>Sentiment (sentiment)</td>
<td>1</td>
</tr>
</tbody>
</table>

4. Experiments

We conducted experiments on classification (Section 4.1), feature selection (Section 4.2) and evaluated each sub model on multiple datasets (Section 4.3).

4.1. Classification

To choose a proper classifier, we experimented several learning algorithms: Nearest Neighbors, Decision Tree, Random Forest, Multi-layer Perceptron (MLP), AdaBoost, Naïve Bayes, Quadratic Discriminant Analysis (QDA), Logistic Regression and Linear Support Vector Machine (SVM) with Stochastic Gradient Descent (SGD). We randomly selected 1000 older adult and 1000 non-older adult examples from Common Voice to train a binary classifier. We used the classifier implementation from scikit-learn. Table 1 shows the average results using different classifiers over 5-fold cross-validation. Random Forest classifier has shown improvements in a couple of speech classification tasks such as speech/non-speech discrimination [27] and speech emotion recognition [28]. We observed Random Forest classifier also shows a promising performance in speech age group classification and reaches competitive time efficiency in both training and testing.

4.2. Feature Selection

We conducted a comprehensive study into feature extraction and selection. More specifically, we run 5-fold cross-validation on each model over all possible combinations (32,767 combinations in total for 15 feature groups). Table 3 shows the top 5 feature combination candidates for the age model and the top combination candidates are sorted by classification accuracy descendingly. In contrast to the prior works using either text [29] or audio features [4, 30] for estimating the age, we observe that most of the top candidates are combinations of both text and audio features (4 out of 5). Table 4 shows the ablation study of feature selection, the classification accuracy falls around 0.02 when we remove the text features such as TTR and sentiment. SCCs improve the performance significantly (i.e. around 0.07). Furthermore, we rank each feature by its occurrence in the top 10 combination candidates. Table 5 shows the frequently-occurred candidate features in top 10 combinations, the first row is the most frequently-occurred candidate feature and we add others to the following rows by their occurrence in the top 10 combinations. The results indicate audio features take a major role in the feature extraction for the age model. Using FBEs alone gains a good performance on the classification accuracy (0.574), MFCCs are frequently used as a promising feature for the audio classification, however, we find using MFCCs alone achieves around 0.59 in accuracy, which is more computational costly (i.e. the dimensionality of MFCCs is 506) and does not perform as well as a combination of the other audio features with lower dimensionality. In our preliminary experiments, we found TF-IDF feature had a strong impact on the performance. TF-IDF usually fails if a test sentence contains many out-of-vocabulary words. To expand the feature space to overcome this issue, one of the possible solutions is to use word embeddings. Table 6, we compare the TF-IDF feature (tfidf), topic and emotion feature (empath) with some popular word embeddings such as FastText (crawl and news) [31], Extended Dependency Skipgram (extvec) [32], GloVe (glove) [33], Skip-gram (twitter) [34] and Turian (turian) [35]. We use the implementation from flair [36] and each sentence is represented by a fix-length 100 dimensional embedding. The age model is a three-class classifier, both TF-IDF and word embeddings do not improve the classification accuracy significantly (i.e., close to 0.3333). Due to the page limit, we presented the results on one of the sub models, similar trend is also observed in the other models.

4.3. Model Evaluation

Table 9 shows the average classification accuracy of three sub models with an additional age model variant evaluated on multiple datasets. We first evaluate the trained age model on all six datasets. Table 7 shows the classification accuracy on each dataset’s test set. In-dataset accuracy denotes the classification accuracy using the given dataset, and it is often considered as a
Table 3: Top 5 feature combination candidates for the age model with the acc and std on 5-fold cross validation, sorted by the accuracy descendingly.

<table>
<thead>
<tr>
<th>Features</th>
<th>acc±std</th>
<th>dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>pulses + fbank + spectral + sentiment</td>
<td>0.626±0.023</td>
<td>64</td>
</tr>
<tr>
<td>pitch + voicing + jitter + fbank + spectral + sentiment</td>
<td>0.660±0.019</td>
<td>72</td>
</tr>
<tr>
<td>pitch + fbank + spectral + sentiment</td>
<td>0.660±0.014</td>
<td>58</td>
</tr>
<tr>
<td>pitch + pulses + fenergy + sentiment + spectral + sentiment</td>
<td>0.660±0.017</td>
<td>66</td>
</tr>
<tr>
<td>pitch + fenergy + fbank + spectral + sentiment</td>
<td>0.659±0.018</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 4: Ablation study of the feature combination (age model).

<table>
<thead>
<tr>
<th>Features</th>
<th>acc±std</th>
<th>dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>fbank</td>
<td>0.662±0.023</td>
<td>64</td>
</tr>
<tr>
<td>fbank + sentiment + jitter</td>
<td>0.664±0.023</td>
<td>62</td>
</tr>
<tr>
<td>fbank + sentiment</td>
<td>0.642±0.016</td>
<td>63</td>
</tr>
<tr>
<td>(f0)</td>
<td>0.650±0.020</td>
<td>60</td>
</tr>
<tr>
<td>(spectral+sentiment)</td>
<td>0.597±0.019</td>
<td>38</td>
</tr>
<tr>
<td>(fenergy)</td>
<td>0.624±0.017</td>
<td>38</td>
</tr>
<tr>
<td>(harmonicity)</td>
<td>0.647±0.023</td>
<td>61</td>
</tr>
<tr>
<td>(pulses)</td>
<td>0.646±0.027</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 5: Frequently-occurred candidate features (age model).

<table>
<thead>
<tr>
<th>Features</th>
<th>acc±std</th>
<th>dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>fbank</td>
<td>0.574±0.013</td>
<td>26</td>
</tr>
<tr>
<td>fbank + spectral + sentiment</td>
<td>0.626±0.023</td>
<td>52</td>
</tr>
<tr>
<td>fbank</td>
<td>0.636±0.010</td>
<td>55</td>
</tr>
<tr>
<td>fbank + fenergy + sentiment</td>
<td>0.648±0.024</td>
<td>57</td>
</tr>
<tr>
<td>fbank + spectral + sentiment</td>
<td>0.659±0.018</td>
<td>62</td>
</tr>
<tr>
<td>fbank + spectral + sentiment</td>
<td>0.660±0.017</td>
<td>66</td>
</tr>
<tr>
<td>fbank + spectral + sentiment</td>
<td>0.648±0.014</td>
<td>67</td>
</tr>
<tr>
<td>fbank + sentiment</td>
<td>0.653±0.012</td>
<td>69</td>
</tr>
<tr>
<td>fbank + sentiment</td>
<td>0.653±0.012</td>
<td>69</td>
</tr>
<tr>
<td>fbank + spectral + sentiment</td>
<td>0.637±0.024</td>
<td>72</td>
</tr>
<tr>
<td>fbank + spectral + sentiment</td>
<td>0.655±0.014</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 6: Evaluation on embedding features (age model).

<table>
<thead>
<tr>
<th>Embedding</th>
<th>acc</th>
<th>std</th>
<th>dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>glove</td>
<td>0.671±0.026</td>
<td>0.714</td>
<td>0.744</td>
</tr>
<tr>
<td>twitter</td>
<td>0.607±0.019</td>
<td>0.721</td>
<td>0.818</td>
</tr>
<tr>
<td>tfidf</td>
<td>0.608±0.020</td>
<td>0.721</td>
<td>0.818</td>
</tr>
<tr>
<td>news</td>
<td>0.591±0.007</td>
<td>0.721</td>
<td>0.818</td>
</tr>
</tbody>
</table>

Table 7: Classification accuracy tested on various datasets for the age model. Best denotes the number of test examples.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#test</th>
<th>In-dataset</th>
<th>Data Fusion</th>
<th>Gender Separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common Voice</td>
<td>9000</td>
<td>0.7249</td>
<td>0.7144</td>
<td>0.7460</td>
</tr>
<tr>
<td>VoxForge</td>
<td>3570</td>
<td>0.8178</td>
<td>0.8128</td>
<td>0.8268</td>
</tr>
<tr>
<td>VCTK</td>
<td>4900</td>
<td>0.9423</td>
<td>0.9386</td>
<td>0.9480</td>
</tr>
<tr>
<td>AphasiaBank</td>
<td>1009</td>
<td>0.6016</td>
<td>0.6497</td>
<td>0.6261</td>
</tr>
<tr>
<td>DementiaBank</td>
<td>73</td>
<td>0.4493</td>
<td>0.7808</td>
<td>0.7495</td>
</tr>
<tr>
<td>RHDBank</td>
<td>772</td>
<td>0.9391</td>
<td>0.9441</td>
<td>0.9411</td>
</tr>
</tbody>
</table>

Table 8: Classification accuracy tested on various datasets for the non-native model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#test</th>
<th>In-dataset</th>
<th>Data Fusion</th>
<th>Gender Separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common Voice</td>
<td>18000</td>
<td>0.8966</td>
<td>0.8942</td>
<td>0.9583</td>
</tr>
<tr>
<td>VoxForge</td>
<td>6000</td>
<td>0.8080</td>
<td>0.8144</td>
<td>0.9583</td>
</tr>
<tr>
<td>VCTK</td>
<td>3000</td>
<td>0.9687</td>
<td>0.9850</td>
<td>0.9583</td>
</tr>
</tbody>
</table>

Table 9: Average classification accuracy evaluated on multiple datasets for all trained models with top feature combination and dimensionality.

<table>
<thead>
<tr>
<th>Model</th>
<th>acc</th>
<th>Top Feature Combination</th>
<th>dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.8121</td>
<td>jitter + fbank + spectral + sentiment</td>
<td>64</td>
</tr>
<tr>
<td>Age</td>
<td>0.8115</td>
<td>fbank + fenergy + sentiment + spectral + sentiment</td>
<td>68</td>
</tr>
<tr>
<td>Non-Native</td>
<td>0.8726</td>
<td>pitch + voicing + jitter + fbank + spectral + sentiment</td>
<td>71</td>
</tr>
<tr>
<td>Patient</td>
<td>0.6840</td>
<td>fbank + spectral + sentiment + f0 + non-native</td>
<td>588</td>
</tr>
</tbody>
</table>

We studied the features extracted from short speech segments and their transcription. We address the detection problem by dividing it into three separate classification tasks: age classification, accent classification, and patient/non-patient classification. We trained an age model, a non-native model, and a patient model respectively. We evaluated the age and non-native models on multiple benchmark datasets. The patient model achieved a classification accuracy of 0.684 (Table 9). We observed a relatively low false positive rate (0.1891) but a low true positive rate (0.2903).

5. Conclusion and Future Work

We studied the features extracted from short speech segments and their transcription. We address the detection problem by dividing it into three separate classification tasks: age classification, accent classification, and patient/non-patient classification. We trained an age model, a non-native model, and a patient model respectively. We evaluated the age and non-native models on multiple benchmark datasets. The patient model achieved a classification accuracy of 0.684 (Table 9). We observed a relatively low false positive rate (0.1891) but a low true positive rate (0.2903).
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Abstract

Automatic recognition of elderly and disordered speech remains a highly challenging task to date. Such data is not only difficult to collect in large quantities, but also exhibits a significant mismatch against normal speech trained ASR systems. To this end, conventional deep neural network model adaptation approaches only consider parameter fine-tuning on limited target domain data. In this paper, we present a Bayesian parametric and neural architectural domain adaptation approach. Both the standard model parameters and architectural hyper-parameters (hidden layer L/R context offsets) of two different TDNN architectures were separately trained using large quantities of normal speech from the English LibriSpeech and Cantonese SpeechOcean corpora. A Bayesian differentialiable architectural search (DARTS) supernetwork was designed to allow both efficient search over up to \(7^5\) different TDNN structures during domain adaptation, and robust modeling of parameter uncertainty given limited target domain data. Absolute recognition error rate reductions of 1.82\% and 2.93\% (13.2\% and 8.8\% relative) were obtained over the baseline systems performing model parameter fine-tuning only. Consistent performance improvements were retained after data augmentation and learning hidden unit contribution (LHUC) based speaker adaptation was performed.

Index Terms: speech recognition, domain adaptation, Bayesian learning, neural architecture search

1. Introduction

Despite the rapid progress of automatic speech recognition (ASR) technologies targeting normal speech [1–5] in the past few decades, accurate recognition of atypical speech domains represented by, for example, elderly and dysarthric speech, remains a highly challenging task to date [6–9].

Ageing presents enormous challenges to health care and current speech technologies. Neurocognitive disorders (NCDs), such as Alzheimer’s disease (AD), are often found among older adults [10] and manifest themselves in speech and language impairments including weakened neuro-motor control in speech production and imprecise articulation [11, 12]. Speech disorders such as dysarthria can also be caused by a range of other conditions including cerebral palsy, amyotrophic lateral sclerosis, stroke or traumatic brain injuries [13]. People with speech impairment often experience co-occurring physical disabilities and mobility limitations.

Elderly and dysarthric speech exhibit a wide spectrum of challenges for current deep neural networks (DNNs) based ASR technologies that predominantly target normal speech. First, a large mismatch between such data and non-aged, healthy adult voice is often observed. Such difference manifests itself across many fronts including articulatory imprecision, decreased volume and clarity, changes in pitch, increased dysfluencies and slower speaking rate [14, 15]. State-of-the-art ASR systems designed for normal speech often produce very high recognition error rate above 40\% when being applied to elderly or impaired speech [9, 16, 17]. Second, the co-occurring disabilities, mobility or accessibility limitations often found among elderly and disordered speakers lead to the difficulty in collecting large quantities of such data that are essential for current data intensive deep learning based ASR system development.

To this end, a range of techniques designed to address the above domain mismatch and data sparsity issues have been studied in recent years primarily in the context of dysarthric speech recognition. Motivated by the spectral-temporal level differences of disordered speech from normal speech such as slower speaking rates, recent research in data augmentation has been largely focused on tempo-stretching [18], vocal tract length perturbation (VTLIP) [19], and speed perturbation [20] of normal speech recorded from healthy control speakers. The resulting “disordered like” speech carrying a slower speaking rate and modified overall vocal tract spectral shape is then used to augment the limited dysarthric speech training data. Alternative approaches based on cross-domain DNN model or feature adaptation [21–23], domain adversarial training [24], transfer learning [25, 26], knowledge distillation [27], and voice conversion [28, 29] have also been investigated.

Among the above, model based domain adaptation approaches benefit not only from a tight integration of domain dependent parameters with the underlying speech recognition error cost based on, for example, the lattice-free maximum mutual information (LF-MMI) criterion [25], or sequence to sequence learning objective functions, for example, used in recurrent neural network (RNN) transducers [22], but also fine modelling granularity in adapted parameters when sufficient target domain data is available.

However, there are two issues associated with model based domain approaches when being applied to elderly or disordered speech recognition tasks. First, due to the difficulty in collecting large quantities of such data, and the often limited amounts of existing elderly [30] or dysarthric speech datasets [31], direct fine-tuning of large numbers of out of domain, normal speech data estimated DNN model parameters on limited elderly or dysarthric speech data is generally problematic. The severe data sparsity issue and the resulting modelling uncertainty need to be...
addressed. Second, the underlying neural architecture designs in current ASR systems are often designed using expert knowledge and empirical evaluation within individual task domains, for example, conversational telephone speech [32], or meeting transcription [33]. For example, the left and right splicing context offsets in the hidden layers of state-of-the-art LF-MMI trained time delay neural network (TDNN) systems [3, 34] represent the range of temporal contexts that can be exploited in modelling. The DementiaBank Pitt corpus [30], the largest publicly available elderly speech database, contains 4.8 words per utterance on average, in contrast to the normal speech data from the LibriSpeech corpus [35] of approximately 31 words per utterance. Similar designs based on shorter sentences also feature the LibriSpeech corpus [35] of approximately 31 words per utterance on average, in contrast to the normal speech data from publicly available elderly speech database, contains 4.8 words per

In order to address these issues, a novel Bayesian parametric and neural architectural domain adaptation approach is proposed in this paper. Both the standard model parameters and neural architectural hyper-parameters (hidden layer left and right context offsets1) of two LF-MMI factored TDNN systems separately trained using large quantities of normal speech from the English LibriSpeech and Cantonese SpeechOcean corpora were domain adapted to two tasks: a) 16-hour DementiaBank elderly speech corpus; and b) 14-hour CUDYS dysarthric speech database. Bayesian learning of differentiable architectures (DARTS) [38] super-network was employed to allow both efficient search over up to $7^{28}$ different TDNN structures during domain adaptation, and robust modelling of parameter uncertainty given limited target domain data. Absolute recognition error rate reductions of 1.82% and 2.93% (13.2% and 8.3% relative) were obtained over the baseline systems performing model parameter fine-tuning only. Consistent performance improvements were retained after data augmentation and learning hidden unit contribution (LHUC) based speaker adaptation was performed. To the best of our knowledge, this is the first work to consider both parametric and architectural cross-domain adaptation for elderly and dysarthric speech recognition. In contrast, the majority of previous researches on domain adaptation for the same tasks have been focused on direct parameter fine-tuning [22, 23, 25, 26] while the data sparsity and architecture mismatch issues remain unsolved.

The rest of this paper is organized as follows. Section 2 presents Bayesian domain adaptation of LF-MMI trained TDNN systems. A novel differentiable architecture search approach automatically learning the L/R context offsets hyper-parameters of Bayesian TDNN systems is proposed in Section 3. Section 4 presents the experiments and results. Finally, the conclusions are drawn in Section 5.

2. Bayesian TDNN Adaptation

In contrast to conventional model adaptation methods performing fixed-value, deterministic parameter fine-tuning given limited target domain data, Bayesian adaptation approaches address the data sparsity issue by modelling parameter uncertainty using the following predictive distribution. Given an adaptation data set $D = \{O_r, H_r\}$, where $O_r$ and $H_r$ are the $r$-th speech utterance and the reference word sequences, respectively. The prediction over the $r$-th test utterance $O_r^*$ is given by

$$p(H_r^*|O_r^*, D) = \int p(H_r^*|O_r^*, w)p(w|D)dw$$

where $H_r^*$ denotes the predicted word sequence for the test utterance $r$, $w$ is the Bayesian adaptation parameters and $p(w|D)$ is its posterior distribution learned from the adaptation data.

**LF-MMI Trained TDNNs:** TDNNs [39] produced state-of-art performance on different tasks [34, 40, 41]. TDNN is an instance of 1-dimension convolutional neural networks with parameters tying over different time steps. The lower TDNN layers are designed to learn narrower, local temporal contexts, while the higher layers learn wider, longer range contexts. The TDNN hidden left and right splicing context offsets are important hyper-parameters controlling its hierarchical temporal modelling ability. This paper adopted the factored TDNN [40].

In contrast to the conventional cross entropy criterion, sequence level error costs more closely related recognition accuracy, for example, the MMI [1] criterion, is widely used in state-of-the-art ASR systems [3, 42, 43].

$$F_{MMI}(D; \Theta) = \sum_r \log \frac{p(O_r|H_r)}{\sum_{H_r'} p(O_r|H_r')}$$

where $\Theta$ contains both hyper-parameters such as hidden layer context offsets and normal TDNN weight parameters, $\kappa$ is the acoustic scaling factor and $H_r$ is the possible word sequence in the decoded speech lattice for utterance $r$. The efficient lattice-free MMI training [3] that alleviates the explicit denominator lattice generation is considered in this paper.

**Bayesian TDNN Model Adaptation:** During domain adaptation, the parameter posterior distribution $p(w|D)$ required in the form of Bayesian prediction in Eqn. (1) can be learned by maximising the following MMI criterion marginalisation over all parameter estimates.

$$F = \log \int \exp\{F_{MMI}(D; \Theta)\} P_r(w)dw$$

where $w \in \Theta$ and $P_r(w)$ is the prior distribution of adaptation parameters. Direct optimisation of the above integral is nontrivial. An alternative more efficient variational inference is utilized to learn the adaptation parameter posterior distribution by optimising the following lower bound,

$$F \geq \int q(w)F_{MMI}(D; \Theta)dw - KL(q(w)||P_r(w))$$

$$L_1^{MMI} - L_2^{MMI} = L^{MMI}$$

where $q(w)$ is the variational approximation of the posterior distribution $p(w|D)$ and $KL(q(w)||P_r(w))$ is the Kullback-Leibler (KL) divergence between $q(w)$ and $P_r(w)$. For efficiency, and based on the previous research findings [41], both $q(w) = N(\mu, \sigma^2)$ and $P_r(w) = N(\mu_*, \sigma^2)$ are assumed to be Gaussian distributions. The first term $L_1^{MMI}$ is approximated with Monte Carlo sampling method, which is given by

$$L_1^{MMI} \approx \frac{1}{N} \sum_{k=1}^N F_{MMI}(D; \Theta, \mu + \sigma \odot \epsilon_k)$$

where $\epsilon_k$ is the $k$-th Monte Carlo sampling value drawn from the standard normal distribution $N(0, 1)$ and $\odot$ is the Hadamard product. The KL divergence based second term $L_2^{MMI}$ in Eqn. (4) can be explicitly calculated as

$$L_2^{MMI} = \frac{1}{2} \sum_i \left( \frac{\sigma_i^2 + (\mu_i - \mu_{*,i})^2}{\sigma_{*,i}^2} + 2 \log \frac{\sigma_{*,i}}{\sigma_i} - 1 \right)$$

1Prior researchers suggested [36, 37] that TDNN context offset settings significantly affect the resulting system’s temporal modelling resolution and recognition performance, while other hyper-parameters, e.g. the hidden layer dimensionality, were used to control the overall system complexity, thus not considered here.
where \( \{ \mu_{1, \ldots, \sigma_{1}} \} \) and \( \{ \mu_{i, \sigma_{i}} \} \) are the \( i \)-th hyper-parameters of the prior distribution \( \{ \mu_{1, \sigma_{1}} \} \) and variational distribution \( \{ \mu, \sigma \} \), respectively. The variational distribution parameters are updated during back propagation.

Implementation Details over several crucial settings are:

1) The first TDNN layer parameters practically exhibit more uncertainty due to the larger input data variability than those observed at higher layers designed to produce more invariant features. Based on our previous findings [41, 44], Bayesian domain adaptation was applied to the first layer of all TDNN systems in this paper, while the other higher layers parameters were fine-tuned to the target domain data. 2) The prior for all Bayesian adapted TDNN systems is based on the comparable fully conguged standard fixed-parameter fine-tuning adapted TDNN systems. Other parameters in the Bayesian adapted TDNN systems are initialized using those of the halfway fine-tuned TDNN systems during adaptation. 3) The variational distribution variance is shared among all nodes of the first layer, tuned TDNN systems during adaptation. 3) The variational distribution variance is shared among all nodes of the first layer, tuned TDNN systems during adaptation. 3) The variational distribution variance is shared among all nodes of the first layer, tuned TDNN systems during adaptation.

For efficiency, only one parameter sample is drawn in Eqn. (5) to ensure the computational cost in Bayesian adaptation to be comparable to that of the standard fine-tune adapted TDNN system. During recognition time, the predictive inference integral in Eqn. (1) is efficiently approximated by the expectation of Bayesian adapted TDNN model parameters.

3. TDNN Architecture Adaptation

The general problem of TDNN hyper-parameter domain adaptation is transformed into a domain adaptive neural architecture search [36, 45] task within the DARTS [38] framework that allows both the architecture hyper-parameters and TDNN, or Bayesian TDNN parameters to be optimized concurrently during adaptation to elderly or disordered speech data. An over-parameterized super-network containing paths connecting all neural architecture candidates is trained first, before the selection weights over each neural architecture candidate within the super-network are learned in the search stage. On convergence of the super-network model, the optimal architecture is obtained by pruning lower weighted paths. For example, the output \( h^l \) of \( l \)-th layer in the DARTS super-network is given by

\[
h^l = \sum_{i=0}^{N_l-1} \phi_i(W_ih^{l-1})
\]

where \( N_l \) denotes the number of architecture candidate selections in the \( l \)-th layer and \( \phi_i \) is the weight of the \( i \)-th architecture candidate in the \( l \)-th layer. \( W_i \) and \( \phi_i \) are the linear transformation parameter matrix and activation function for the \( i \)-th candidate system in the \( l \)-th layer, respectively.

Pipelined Gumbel-Softmax DARTS: In order to minimize the confusion between different architectures found in conventional Softmax based DARTS [38], a Gumbel-Softmax distribution [46] is used to produce approximately a one-hot vector, categorical architecture weights as the following

\[
\lambda_i^l = \frac{\exp((\log \alpha_i^l + G_i^l)/T)}{\sum_{j=0}^{N_l-1} \exp((\log \alpha_j^l + G_j^l)/T)}
\]

where \( \alpha_i^l \) is the parameter in the Gumbel-Softmax distribution, \( G_i^l = -\log(-\log(U_i^l)) \) is the Gumbel variable, \( U_i^l \) is a random variable sampled from a uniform distribution. \( T \) is the temperature hyper-parameter annealed from 1 to 0.03 in this paper.

Following [36, 46], the update of TDNN parameters and architecture weights were performed in two stages, in a pipelined fashion, to avoid sub-optimal selection of architectures. In order to prevent overfitting to the training data, a separate held-out data set taken out of the original training data is used. In the first stage, the TDNN parameters are updated to convergence using the training data first, while randomly sampled one-hot architecture weights drawn from a uniform distribution are used in back-propagation. In the second stage, the TDNN parameters estimated in the first stage in the super-network are fixed and the architecture weights are updated using the held-out data.

TDNN-F Context Offset Search Space: The context offsets of TDNNs are crucial for modeling long temporal information in speech. Manually setting these hyper-parameters by evaluating a large number of possible system configurations is impractical. To this end, parameter sharing within the super-network can be used [47]. As shown in Fig. 1, all possible choices of context offsets to the left \( \{-d, 0, \ldots, 1, 0, 0, 0\} \) and right \( \{0, 0, 0, \ldots, 0, d\} \) at each layer are incorporated into the TDNN-F super-network. The super-network designed for a \( L \) hidden layers TDNN contains \((d+1)^{2L}\) possible candidate models, each of which is indicated by setting the corresponding connecting weights as 1, while others as 0.

Architectural and Parametric Adaptation of Bayesian TDNNs is performed in three stages: a) Architecture adaptation is performed by first constructing a Bayesian TDNN super-network shown in Fig. 1 that contains all possible hidden layer context offset settings using the source domain data alone, before being adapted to the target domain. In this process, the very large number of standard TDNN parameters, often in tens of millions, are Bayesian adapted to ensure robustness on limited target domain data as described in Section 2, while the comparatively much smaller number of architecture selection weights, \( 2L(d+1) \) in total, linearly related to the number of hidden layers \( L \) and maximum context offset \( d \), are fine-tuned during adaptation. b) Architecture search performed over the resulting domain adapted Bayesian TDNN super-network will then be searched over to produce the 1-best TDNN context offset settings. c) Bayesian model adaptation is finally performed by first constructing a TDNN system that features the above adapted architecture configurations but uses the source domain training data. The standard model parameters of this prior TDNN system are then further adapted in a Bayesian fashion to the target domain speech to produce the full architecture plus parameter adapted system.

4. Experiments

The proposed Bayesian parametric and architectural domain adaptation approach was investigated on two tasks for LF-
MMI factored TDNN systems: 1) from the English LibriSpeech speech corpus to DementiaBank elderly database; 2) from the Cantonese SpeechOcean corpus to the CUDYS dysarthric data.

**Experimental Setup:** The data sets and the baseline systems used in the two adaptation tasks are described below.

**English Elderly Adaptation Task:** A 1000 Hour LibriSpeech data set [35] is adopted as the source domain data. The DementiaBank database [30] is the target domain data, which includes 15.74-hour training set (9.72-hour elderly participant and 6.03-hour investigator data) and 3.14-hour test set (1.93-hour elderly participant and 1.21-hour investigator data) after silence stripping [8]. The word and duration per utterance on average in the LibriSpeech (DementiaBank) corpus are 31.4 (8.2) and 11.2 (1.9) second, respectively. The training set was expanded to 59 hours when speed perturbation was performed. A 4-gram language model described in [8] was used.

**Cantonese Dysarthric Adaptation Task:** A Cantonese CUDYS dysarthric speech corpus [31] containing a 14.09-hour training set and 3.61-hour testing set with low and high intelligibility groups after silence stripping and speed perturbation [19] is utilized as the target domain data. 19.77-hour external data extracted from 163-hour Cantonese SpeechOcean normal speech corpus was mixed with 14.09-hour CUDYS training set for source-domain acoustic model training. The word and duration per utterance on average in the SpeechOcean (CUDYS) data set are 9.3 (1.6) and 4.0 (1.6) second, respectively. A 80k word 4-gram language model in [19] was used in recognition.

**Baseline TDNN Systems:** For the two domain adaptation tasks, LF-MMI factored TDNNs of 14 (English) and 7 (Cantonese) hidden layers were used, with the GM-MHM system configuration the same as [8], 40-dim filter-bank input features were used in both tasks. 100-dim i-vector features were appended for Librispeech and DementiaBank systems, while 3-dim pitch features were used for Cantonese SpeechOcean and CUDYS systems. For both tasks, the Bayesian architecture and parameter adaptation procedure in Section 3 was performed.

**Performance of English Elderly DementiaBank:** Table 1

Table 1 WERs (%) of TDNN systems trained using LibriSpeech or DementiaBank data alone, before domain adaptation of model parameters and optionally architecture (context offsets) w/o Bayesian estimation. (a,b) in the “context offsets” column denotes the context offsets [a, b] to left and [0, b] to right. † denotes a statistically significant difference obtained over the parameter fine-tuning baseline system (Sys. 3, 8, 13).

![Table 1](image)

The DARTS systems perform the search over 728 (English) and 714 (Cantonese) TDNN-F choices with the maximum contexts of ±6.

A matched pairs sentence-word error based statistical significance test was performed at a significance level α=0.05.

This demonstrates the performance of the DementiaBank corpus. Several trends are observed. First, the systems considering both architectural and parametric adaptation (Sys. 5, 6) outperform the corresponding systems only considering parameter adaptation (Sys. 3, 4) by up to 2.55% absolute word error rate (WER) reductions. Second, further improvement by 0.38% absolute WER reduction was obtained in the Bayesian architectural and parametric adapted systems (Sys. 6) over the corresponding architectural and parametric adapted systems without Bayesian estimation (Sys. 5). Finally, consistent performance improvements were retained after data augmentation and LHUC based speaker adaptation. In the cross-domain adapted systems, the largest absolute WER reduction up to 2.93% was achieved by the Bayesian parametric and architectural adapted system (Sys. 6) over the parameter fine-tuning system (Sys. 3).

**Performance of Cantonese Dysarthric CUDYS:** Results conducted on the CUDYS corpus are presented in Table 2 with similar trend to the DementiaBank task, absolute character error rate (CER) reductions of up to 1.61% were obtained in the systems considering both architectural and parametric adaptation (Sys. 6, 7) over the corresponding parameter fine-tuning adapted systems (Sys. 4, 5). Second, the Bayesian architectural and parametric adapted systems (Sys. 7, 12) perform the best among other systems before and after speaker adaptation. In the cross-domain systems, the greatest absolute CER reduction up to 1.82% was obtained by the Bayesian parametric and architectural adapted TDNN system (Sys. 7) over the parameter fine-tuning TDNN system (Sys. 4).

Table 2 CERs (%) of TDNN systems trained using SpeechOcean or CUDYS data alone, before domain adaptation of model parameters and optionally architecture (context offsets) w/o Bayesian estimation. † denotes a statistically significant difference obtained over the parameter fine-tuning baseline system (Sys. 4, 9).

![Table 2](image)

5. **Conclusions**

The paper proposed a Bayesian parametric and neural architectural domain adaptation approach to rapidly port LF-MMI trained TDNNs based state-of-the-art ASR systems developed using large amounts of normal speech data to elderly and disordered speech task domains of more limited quantities. Experimental results suggest Bayesian adaptation can effectively mitigate the risk of overfitting when directly cross domain fine-tuning systems containing a large number of parameters. Architecture adaptation can further improve the generalization of systems using parameter adaptation only. Future research will focus on the adaptation of more advanced neural architectures.
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Abstract

This paper describes our submission to the ADreSSo Challenge, which focuses on the problem of automatic recognition of Alzheimer’s Disease (AD) from speech. The audio samples contain speech from the subjects describing a picture with the guidance of an experimenter. Our approach to the problem is based on the use of embeddings extracted from different pre-trained models — trill, allosaurus, and wav2vec 2.0 — which were trained to solve different speech tasks. These features are modeled with a neural network that takes short segments of speech as input, generating an AD score per segment. The final score for an audio file is given by the average over all segments in the file. We include ablation results to show the performance of different feature types individually and in combination, a study of the effect of the segment size, and an analysis of statistical significance. Our results on the test data for the challenge reach an accuracy of 78.9%, outperforming both the acoustic and linguistic baselines provided by the organizers.

Index Terms: computational paralinguistics, ADreSSo challenge, Alzheimer’s Disease recognition

1. Introduction

For many health problems, like speech pathologies, Parkinson’s disease, Alzheimer’s Disease (AD), and respiratory problems, the patient’s speech is routinely used by doctors as one of the tools for diagnosis and monitoring of disease progression [1]. In particular, AD is characterized by a progressive decline of cognitive and functional abilities over time [2] often including language impairment, even at early stages [3]. As a consequence, many studies rely on the analysis of the speech signal as a source of clinical information for AD [4, 5].

In this work, we present results and analysis of our submission to the ADreSSo (Alzheimer’s Dementia Recognition through Spontaneous Speech only) Challenge [6]. This challenge is focused on the automatic detection of AD using recordings of interviews with the subjects. A previous version of this challenge, called ADreSS, took place last year. In that case, manual transcriptions of the speech signals were provided to the participants along with the recordings. In this year’s challenge, manual transcriptions are modeled with a neural network that takes short segments of speech as input, generating an AD score per segment. The resulting scores over all segments in an audio sample to create the final score. We show different analysis, including an ablation study to find the most useful features, a study of statistical significance, a comparison of the effect of the window length, and an analysis of the effect of the presence of experimenter speech in the signals. Our results on the challenge data are significantly better than the acoustic-only baseline results implemented by the organizers and also outperform the linguistic baseline that uses automatic transcriptions [6].

2. Dataset

The development dataset provided by the ADreSSo challenge consists of 166 recordings of 87 patients with AD diagnosis and 79 cognitively normal subjects. All the subjects were asked to...
describe the Cookie Theft picture from the Boston Diagnostic Aphasia Exam. Audio files contain both the speech from the subjects and the experimenter conducting the interview. A test set with audio files from 71 subjects was used for blind evaluation of the models. Challenge participants are not provided AD labels for this test data. The complete dataset description is available in [6]. The challenge includes three tasks: an AD classification, an MMSE score regression and a cognitive decline (disease progression) inference task. We participated on the classification task, where the goal is to determine whether a subject is a control (CN) subject or a patient with AD, based only on the speech signal from the interview.

Since recordings include both the speech from the subject and the experimenter, the dataset includes segmentation information indicating where each of the two speakers speaks. In our initial inspection of the development data, though, we found that this information was inaccurate for several of the audio files. Further, we found a case where the recording included speech from more than two speakers and was also not accurately segmented to identify the subject’s speech. For these reasons, we decided to work with the full audio files, without using the provided manual segmentation, assuming that the speech from the experimenters and any other speakers represent only a relatively small portion of the speech present in the signal. In Section 5.4, we show results that indicate that including the segments from the experimenters did not degrade the performance of our system.

3. Acoustic Features

Our approach for AD classification is to use embeddings, i.e., vector representations, extracted from a set of pre-trained models. These models are deep neural networks (DNN) trained on large speech dataset to solve different tasks. The embeddings are then extracted from the output of some layer of the DNN. In general, embeddings are extracted over relatively short regions of the signal and may contain only local information or include contextual information about the rest of the signal. The details on the embeddings used for this paper are described below. Further, we also include traditional features, designed for tasks like emotion recognition. All features were normalized by subtracting the mean and dividing by the standard deviation of that feature over each recording. This normalization approach resulted in better performance than global normalization where every feature is normalized with the mean and standard deviation obtained over all the training data.

3.1. eGeMAPS features

The extended Geneva minimalistic acoustic parameter set (eGeMAPS) [13] is a set of features designed specifically for affective speech tasks and includes pitch, loudness, formants and voice quality features among others. The set includes both low-level features, extracted every 10 ms of speech over windows of 25 ms, and high-level features that correspond to different statistics extracted from the low-level features. We use only the low-level descriptors of the eGeMAPS v2.0 set which contains 25 features for every time step.

3.2. Trill features

The trill model was trained to generate a non-semantic representation of speech [14]. The model minimizes a triplet loss designed to solve the task of classifying whether a segment of audio comes from the same or from a different original audio file as another segment. The resulting embeddings were evaluated in many different non-semantic tasks including speaker identification, emotion recognition and others. Authors also tested the model on AD recognition using the Dementia Bank dataset [15], showing good results when fine-tuning the model to this task. We used the distilled version of the trill model, which generates embeddings of size 2048. For this work, we resampled the trill embeddings, which are produced every 167 ms to 100 vectors per second (one every 10 ms) to match the resolution of the other features.

3.3. Allosaurus features

Allosaurus[2] is a universal phone recognition model that includes pre-trained acoustic and language models [16]. It can be used to generate phonetic transcriptions and phone logits given by \( \log(p/(1-p)) \), where \( p \) is the phone posterior probability, producing one set of logits every 10 ms. The model was trained with 11 languages and over 2000 utterances. For English, the output logits are 39-dimensional. The information contained in these logits could help us model specific pronunciation issues in the AD subjects, as well as some indirect information about word usage which could be found in the frequency of certain phones.

3.4. Wav2vec 2.0 features

Wav2Vec 2.0 (from now on wav2vec2) is a framework for self-supervised learning of representations from raw audio [17]. The model can generate contextualized embeddings that can be later integrated in end-to-end speech-to-text models to generate transcriptions. Thus, these embeddings preserve the phone content of the signal among other information. We used the model available from the Transformer Python library which gives embeddings of size 768 and was fine-tuned with 960 hours of LibriSpeech. Large audio files had to be segmented in 20 seconds long fragments to compute the features since they could not otherwise be processed by the model. This may be suboptimal since it prevents the model from extracting contextual information from the full signal. The wav2vec2 embeddings are produced every 20 ms. As for the trill features, we resampled these vectors to obtain 100 per second, matching the resolution of the other features.

4. Classification model

We use deep neural networks as models for the different individual features and their combinations. The input to the networks are 5-second segments extracted from the original audio with 1-second overlap between segments. This results in 3178 segments extracted from the development data. The final score for each audio file is obtained by computing the mean over the scores for all the segments in the file. As explained above, we use the full audio file, which means that some of the segments contain speech from the experimenter. Section 5.4 shows results on the effect of the experimenter’s speech on the performance of the system.

The architecture is depicted in Figure 1 for the configuration where all features are used. Each feature set has a corresponding branch that performs a first reduction of the embedding with a 1D convolution with kernel size 1 (equivalently, a time-distributed dense layer) followed by a 1D convolution with

\footnotesize
kernel size 3. After the second convolution, the dimension of the output for each branch is 128. Then the activations from the four branches are concatenated and a second 1D convolution is performed, reducing the dimension back to 128. Finally, the output of this layer is averaged across time and a dense layer computes the prediction scores. Batch normalization and ReLu activations are used in every layer. When considering only a subset of the features, the same model is used with only the corresponding branches included.

5. Results

In this section we show results for the proposed systems, including an ablation study, statistical significance results, an analysis of the influence of the segment size and of the effect of the experimenter speech on the performance of the system. We run experiments using 6-fold cross-validation (CV) on the development data provided to challenge participants. The folds are determined by subject to prevent segments from the same subject being in the training and the test set for a certain fold, which would make the CV results overly optimistic. The models used to obtain scores for the challenge’s evaluation data were trained on the full training set.

5.1. Ablation Results

The middle column in Table 1 shows the results on the development set obtained with cross-validation, for several systems including single feature sets, 2-way combinations, and the 4-way combination. The best individual features are trill and wav2vec2. We hypothesize that this may be partly because these two features have large dimensionality, 2048 for trill and 768 for wav2vec2 (compared to the other two which have 25 features for eGeMAPs and 39 for allosaurus), allowing these features to contain a richer representation of the audio. Larger dimensions could also result in the model overfitting the training data, which would lead to poor results, but this effect is discouraged by the small architectures we use.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>eGeMAPS</td>
<td>63.9%</td>
<td>-</td>
</tr>
<tr>
<td>trill</td>
<td>72.9%</td>
<td>69%</td>
</tr>
<tr>
<td>allosaurus</td>
<td>66.3%</td>
<td>-</td>
</tr>
<tr>
<td>wav2vec2</td>
<td>75.3%</td>
<td>78.9%</td>
</tr>
<tr>
<td>eGeMAPS, allosaurus</td>
<td>63.9%</td>
<td>-</td>
</tr>
<tr>
<td>eGeMAPS, wav2vec2</td>
<td>72.3%</td>
<td>-</td>
</tr>
<tr>
<td>eGeMAPS, trill</td>
<td>71.1%</td>
<td>-</td>
</tr>
<tr>
<td>trill, allosaurus</td>
<td>72.9%</td>
<td>70.4%</td>
</tr>
<tr>
<td>trill, wav2vec2</td>
<td>75.2%</td>
<td>69%</td>
</tr>
<tr>
<td>allosaurus, wav2vec2</td>
<td>70.5%</td>
<td>-</td>
</tr>
<tr>
<td>all</td>
<td>74.7%</td>
<td>70.4%</td>
</tr>
</tbody>
</table>

Table 1: Accuracy values for different combinations of features for development and test data. The five best performing models on the development set were submitted to the challenge. Results on the test set are shown for those cases.

Fusion results show no gains with respect to the best individual system, wav2vec2. This could imply that the other three sets of features are redundant given the wav2vec2 features. That is, that wav2vec2 features contain all the information in eGeMAPs, trill and allosaurus features that is important for AD classification. In fact, we would expect allosaurus and wav2vec2 features to be somewhat redundant since they are trained to solve similar tasks: phone recognition and speech recognition, respectively. On the other hand, we would also expect trill or eGeMAPS to provide some complementary information to those two set, since they are designed to contain information beyond the phonetic content. Hence, a more likely explanation for the lack of gain from fusion is that our downstream model is not able to effectively combine the information from all these sets. In the future, we will continue exploring different architectures for the combination of these features.

Finally, the right column in Table 1 shows the results for the 5 best systems based on the development results, which were the ones selected for submission to the challenge. In the test results, as in the development results, wav2vec2 alone was the best performing model, with an accuracy of 78.9%. This result is superior to the acoustic baseline results presented in [6], which have an accuracy of 64.79%. Further, they are also superior to the linguistic baseline results in that paper, which has an accuracy of 77.46%. This is not too surprising since wav2vec2 features are designed to contain phonetic information and, hence, are probably able to implicitly represent some information about word-usage, as well as pronunciation patterns. Further, wav2vec2 embeddings have a very distinct pattern over non-speech regions. Hence, our downstream model could potentially be learning patterns of usage of pauses, which are likely to be useful for differentiating AD from control subjects.

5.2. Statistical Significance Study

Given the relatively small number of samples available both in the development and the evaluation sets, we conducted a bootstrapping analysis on the development scores to determine confidence intervals for each of the systems submitted to the challenge. We sampled with replacement the 166 development scores obtained with CV to get 5000 new sets of scores, each with 166 samples. For each of these bootstrap sets, we computed the accuracy. The purple bars in Figure 2 show the 5% and 95% percentiles of the resulting set of accuracy values. We can see that the intervals are wide: all systems overlap with the others making it impossible to conclude whether there is, in-
Figure 2: Confidence intervals from bootstrapping experiment for the 5 best-performing models on the development set. The purple bars show the confidence intervals with bootstrap sets of size 166, the same as the original set, while the blue bars show the intervals with sets of size 71, the size of the test set. Black lines show the accuracy for each model on the development and test sets. Further, the green lines correspond to the test accuracy for the two baseline systems in [6].

Figure 3: Average accuracy over three seeds for the wav2vec2-only model, varying the segment size, for segment- and subject-level scores.

suggest an interesting research direction: the development of hierarchical models that would take the output of our segment-level scores and effectively combine their outputs to emphasize the more informative scores, for example, using attention mechanisms.

5.4. Analysis of the influence of the experimenter speech

As mentioned above, our systems obtain the final scores for each subject as an average over all segments in an audio file. A portion of these segments contain at least some speech from the experimenter. To explore whether these segments had a negative impact on our results, we performed the following experiment. We computed the average accuracy over three seeds using only the audio files for which the manual segmentation had no obvious issues (139 out of the 166 files). Using the wav2vec2-only model from the previous section, with segment size of 5-seconds and shifts of 2-seconds, this gave an accuracy of 76.97%. We then discarded the scores from all the segments with any speech from the experimenter (33% of them) and recomputed the average score for each audio file. The accuracy for these new average scores did not significantly change. Given this result, we can conclude that the effect of the experimenter’s speech is not harmful once the model is fixed. On the other hand, it is possible that a model trained without segments including speech from the experimenter would work better. This analysis is left for future work.

6. Conclusions

We presented our work on Alzheimer’s Disease recognition, using the data from this year’s ADReSSo challenge. Our approach uses speech-based embeddings from three different pre-trained models recently released to the public: trill, allosaurus and Wav2vec 2.0. We also include eGeMAPS, a set of features traditionally used for emotion recognition and related tasks. The features are modeled with a simple neural network that takes short segments of audio and generates scores which are then averaged to obtain the final score for each audio file. Word transcriptions are not used by our system. We show that the best results are obtained using Wav2vec 2.0 features, though all features perform similarly, considering the wide confidence intervals. Our results significantly outperform the acoustic baseline provided by the organizers, reaching an accuracy of 78.87% on the challenge’s test set.
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Abstract

Building on the success of the ADReSS Challenge at INTERSPEECH 2020, which attracted the participation of 34 teams from across the world, the ADReSS\textsubscript{o} Challenge targets three difficult automatic prediction problems of societal and medical relevance, namely: detection of Alzheimer’s Dementia, inference of cognitive testing scores, and prediction of cognitive decline. This paper presents these prediction tasks in detail, describes the datasets used, and reports the results of the baseline classification and regression models we developed for each task. A combination of acoustic and linguistic features extracted directly from audio recordings, without human intervention, yielded a baseline accuracy of 78.87\% for the AD classification task, a root mean squared error (RMSE) of 5.28 for prediction of cognitive scores, and 68.75\% accuracy ($F_1 = 66.67$) for the cognitive decline prediction task.

Index Terms: Cognitive Decline Detection, Affective Computing, Alzheimer’s dementia, computational paralinguistics

1. Introduction

Alzheimer's dementia (AD) is a category of neurodegenerative diseases which entail long-term and usually gradual decrease of cognitive functioning. As the main risk factor for AD is age, it is increasingly prevalent in our ageing society. Due to the severity of the disease, institutions and researchers worldwide are investing considerably on dementia prevention, early detection and disease progression monitoring [1]. There is a need for cost-effective and scalable methods for early detection of AD and prediction of disease progression.

Methods for screening and tracking the progression of dementia traditionally involve cognitive tests such as the Mini-Mental Status Examination (MMSE) [2] and the Montreal Cognitive Assessment (MoCA) [3]. MMSE and MoCA are widely used because, unlike imaging methods, they are cheap, quick to administer and easy to score. Despite its shortcomings in specificity in early stages of dementia, the MMSE is still widely used [4]. The promise of speech technology in comparison to cognitive tests is twofold. First, speech can be collected passively, naturally and continuously throughout the day, gathering increasing data points while burdening neither the participant nor the researcher. Furthermore, the combination of speech technology and machine learning creates opportunities for automatic screening and diagnosis support systems for dementia. These opportunities need to be systematically assessed through common evaluation frameworks.

The ADReSS\textsubscript{o} Challenge aims to foster systematic comparison of approaches to the detection of cognitive impairment and decline based on spontaneous speech. As has been pointed out elsewhere [5, 6], the lack of common, standardised datasets and tasks has hindered the benchmarking of the various approaches proposed to date, resulting in a lack of translation of these speech based methods into clinical practice. The ADReSS\textsubscript{o} Challenge thus provides a forum for researchers working on approaches to cognitive decline detection based on speech data to test their existing methods or develop novel approaches on a new shared standardised dataset. The approaches that performed best on last year’s dataset [5] employed features extracted from manual transcripts which were provided along with the audio data [7, 8]. The best performing method [8] made interesting use of pause and disfluency annotation provided with the transcripts. While this provided interesting insights into the predictive power of these paralinguistic features for detection of cognitive decline, extracting such features, and indeed accurate transcripts from spontaneous speech remains an open research issue.

This year’s ADReSS\textsubscript{o}, Alzheimer’s Dementia Recognition Through Spontaneous Speech only tasks provide more challenging and improved spontaneous speech datasets, requiring the creation of models straight from speech, without manual transcription, though automatic transcription is encouraged.

The ADReSS\textsubscript{o} datasets are carefully matched so as to avoid common biases often overlooked in evaluations of AD detection methods, including repeated occurrences of speech from the same participant (common in longitudinal datasets), variations in audio quality, and imbalances of gender and age distribution. The challenge defines three tasks:

1. an AD classification task, where participants were required to produce a model to predict the label (AD or non-AD) for a short speech session. Participants could use the speech signal directly (acoustic features), or attempt to convert the speech to text automatically (ASR) and extract linguistic features from this automatically generated transcript;
2. an MMSE score regression task, where participants were asked to create models to infer the patients’ MMSE score based solely on speech data; and
3. a cognitive decline (disease progression) inference task, for prediction of changes in cognitive status over time, for a given speaker, based on speech data collected at baseline (i.e. the beginning of a cohort study).

These tasks depart from neuropsychological and clinical evaluation approaches that have employed speech and language [9] by focusing on prediction and recognition using spontaneous speech. Spontaneous speech analysis has the potential to enable novel applications for speech technology in longitudinal, unobtrusive monitoring of cognitive health [10], in line with the theme of this year’s INTERSPEECH, “Speech Everywhere!”.

This paper describes the ADReSS\textsubscript{o} dataset and presents baselines for all tasks, including feature extraction procedures and models for AD detection, MMSE score regression and cognitive decline prognosis.
2. Related work

There has been increasing research on speech technology for dementia detection over the last decade. The majority of this research has focused on AD classification, but some of it targets MCI detection as well [6, 11]. These objectives are most closely related with our first task, namely, the AD classification task. Such related research includes the best performing models presented in the ADReSS challenge in 2020. These achieved an 85.45% [7] and 89.6% [8] accuracy in AD classification using acoustic features and text-based features extracted from manual transcripts, respectively. Another approach that builds on manually transcribed text and disfluency annotation, incorporating a time-based representation achieved a maximum 93.75% classification accuracy [12]. Classification based on acoustic features only was also attempted in [7], and obtained 76.85% accuracy with the IS10-Paralinguistics feature set (a low dimensional version of ComParE [13]) and Bag-of-Acoustic-Words (BoAW).

Few works rely exclusively on acoustic features or text features extracted through ASR. One of these achieved a 78.7% accuracy on a subset of the Cookie Theft task of the Pitt dataset, using different comprehensive paralinguistic feature sets and standard machine learning algorithms [14]. Another approach, using the complete Pitt dataset, obtained 68% accuracy with only vocalisation features (i.e. speech-silence patterns) [10]. A classification accuracy of 62.3% was reported in a study that used fully automated ASR features with a different dataset [15].

As regards the second task, regression over MMSE scores, there is less literature available and most of it has been presented in recent workshops [6]. Several of these works used the above mentioned Pitt dataset to extract different linguistic and acoustic features and predict MMSE scores. A recent study captured different levels of cognitive impairment with a multiview embedding and obtained a mean absolute error (MAE) of 3.42 [16]. Another study reported a MAE of 3.1 relying solely on acoustic features (a set of 811 features) [17]. Error scores as low as 2.2 (MAE) have been obtained, but relying on non-spontaneous speech data elicited in semantic verbal fluency (SVF) tasks [18].

Studies addressing disease progression are far less common. Notable in this category is [19], which incorporated a comprehensive set of features into a Bayesian network, reporting a MAE of 3.83 on prediction of MMSE scores across study visits. Two other studies account for disease progression in classification experiments. One study based on the speech features from the ISLE dataset achieved 80.4% accuracy for intra-subject change detection (i.e. distinguishing healthy participants who remained healthy from those who developed cognitive impairment) [20]. The second study used SVF scores to build a machine learning classifier able to predict changes from MCI to AD over a 4-year follow-up, with 84.1% accuracy [21].

3. The ADReSS Dataset

We provided two distinct datasets for the ADReSS Challenge: (1) a dataset consisting of speech recordings of Alzheimer’s patients performing a category (semantic) fluency task [22] at their baseline visit, for prediction of cognitive decline over a two year period, and (2) a set of recordings of picture descriptions produced by cognitively normal subjects and patients with an AD diagnosis, who were asked to describe the Cookie Theft picture from the Boston Diagnostic Aphasia Examination [23, 24].

The recorded data also includes speech from different experimenters who gave instructions to the patients and occasionally interacted with them in short dialogues. No transcripts were provided with either dataset, but segmentation of the recordings into vocalisation sequences with speaker identifiers [25] were made available for optional use. The ADReSS Challenge’s participants were asked to specify whether they made use of these segmentation profiles in their predictive modelling. Recordings were acoustically enhanced with stationary noise removal and audio volume normalisation was applied across all speech segments to control for variation caused by recording conditions such as microphone placement.

The dataset used for AD and MMSE prediction was matched for age and gender so as to minimise risk of bias in the prediction tasks. We matched the data using a propensity score approach [26, 27] implemented in the R package MatchIt [28]. The dataset was matched according to propensity scores defined in terms of the probability of an instance of being treated as AD given covariates age and gender. All standardised mean differences for the age and gender covariates were < 0.001 and all differences for age and two-way interactions between covariates were well below .1, indicating adequate balance. Propensity scores were estimated using a probit regression of the treatment on covariates age and gender as probit generated a better balanced than logistic regression. The matching is summarised in Figure 1, which shows the respective (empirical) quantile-quantile plots for the original and balanced datasets. A plot showing instances near the diagonal indicates good balance. The resulting dataset encompasses 237 audio files. These were split into training and test sets, with 70% of instances allocated to the former and 30% allocated to the latter. These partitions were generated so as to preserve gender and age matching.

![Figure 1: Quantile-quantile plots for data before (left) and after matching (right) by age and gender.](image-url)
The dataset for the disease prognostics task (prediction of cognitive decline) was created from a longitudinal cohort study involving AD patients. The time period for assessment of disease progression spanned the baseline and year-two visits of the patients to the clinic. The task involves classifying patients into ‘decline’ or ‘no-decline’ categories, given speech collected at baseline as part of a verbal fluency test. Decline was defined as a difference in MMSE score between baseline and year-two greater than or equal 5 points. This dataset has a total of 105 audio recordings split into training and test sets as with the diagnosis dataset (70%/30%).

Table 1 describes both datasets. These data, including manual transcriptions which were not distributed for the challenge, are now available from DementiaBank [29].

<table>
<thead>
<tr>
<th></th>
<th>AD CN Decline</th>
<th>No decline</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td>69.38 (6.9)</td>
<td>66.06 (6.3)</td>
</tr>
<tr>
<td><strong>MMSE</strong></td>
<td>17.8 (5.5)</td>
<td>28.9 (12.2)</td>
</tr>
<tr>
<td><strong>Duration</strong></td>
<td>65.7s (38.6)</td>
<td>61.6s (26.9)</td>
</tr>
</tbody>
</table>

4. Data representation

4.1. Acoustic features

We applied a sliding window with a length of 100 ms on the audio files of the dataset with no overlap and extracted eGeMAPS features over such frames. The eGeMAPS feature set [30] resulted from an attempt to reduce the somewhat unwieldy feature sets above to a basic set of acoustic features based on their potential to detect physiological changes in voice production, as well as statistical significance and proven usefulness in previous studies. It contains the F0 semitone, loudness, spectral flux, MFCC, jitter, shimmer, F1, F2, F3, alpha ratio, Hammarberg index and slope V0 features, as well as their most common statistical functionals, totalling 88 features per 100ms frame. We then applied the active data representation method (ADR) [14] to generate a frame level acoustic representation for each audio recording. The ADR method has been used previously to generate large scale time-series data representation. It employs self-organising mapping to cluster the original acoustic features and then computes second-order features over these cluster to extract new features (see [14] for details). Note that this method is entirely automatic in that no speech segmentation or diarisation information is provided to the algorithm.

4.2. Linguistic Features

We used the Google Cloud-based Speech Recogniser to automatically transcribe the audio files. The overall mean word error rate (WER) for these transcripts was 60 (±20.9), computed against manual transcripts using NIST’s Sclite tool [31]. A potential explanation for this relatively high WER is the fact that AD speech often involves an imprecise use of language (e.g., ungrammatical sentences), which current ASR systems are not optimised to handle [6]. The ASR transcriptions were converted into CHAT format which is compatible with CLAN [32], a set of programs that allows for automatic analysis of a wide range of linguistic and discourse structures. Next, we used the automated MOR function to assign lexical and morphological descriptions to all the words in the transcriptions. Then, we used two commands: EVAL, which creates a composite profile of 34 measures, and FREQ to compute the Moving Average Type Token Ratio [33]. For comparison, we also applied the same procedure to generate linguistic features from manual transcriptions.

5. Diagnosis baseline

5.1. Task 1: AD Classification

The AD classification experiments were performed using five different methods, namely: decision trees (DT, with leaf size 100) optimised through grid search within a range of 1 to 20), nearest neighbour (KNN, where the K parameter is optimised through grid search from 1 to 20), linear discriminant analysis (LDA), Tree Bagger (TB, with 50 trees, and leaf size optimised through grid search from 1 to 20), and support vector machines (SVM), with a linear kernel, box constraint optimised by grid search between 0.1 to 1.0, and a sequential minimal optimisation solver.

The results for accuracy in the AD vs Control (CN) classification task are summarised in Table 2. As indicated in boldface, the best classifier in leave-one-subject-out cross validation (CV) was DT, achieving 78.92% and 72.89% accuracy using acoustic and linguistic features, respectively. On the test set, however, the results were reversed, with linguistic features producing an overall best accuracy of 77.46%, with the SVM classifier. Late fusion of the acoustic and linguistic models improves the accuracy on the test set further to 78.87% (Figure 2, left). Also shown on the table are the results for linguistic features generated from manual transcriptions. One can see that manual transcription leads to overall improvements in CV and to a slight punctual improvement on testing. This suggests that even though the ASR WER was high (60), the automatically generated transcriptions still contribute appreciably to the models.

Table 2: Task 1: AD classification accuracy on CV and test data, for fully automatic acoustic and ASR features. Best results shown in boldface. Performance for features from manual transcription (Transcript) are shown in italics for comparison.

<table>
<thead>
<tr>
<th></th>
<th>LDA</th>
<th>DT</th>
<th>SVM</th>
<th>TB</th>
<th>KNN mean (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acoustic</strong></td>
<td>62.65</td>
<td><strong>78.92</strong></td>
<td>69.28</td>
<td>65.06</td>
<td>65.06</td>
</tr>
<tr>
<td><strong>Transcript</strong></td>
<td>72.29</td>
<td><strong>72.89</strong></td>
<td>72.89</td>
<td>75.90</td>
<td>65.06</td>
</tr>
<tr>
<td><strong>Test</strong></td>
<td>80.12</td>
<td>77.71</td>
<td>80.72</td>
<td>76.51</td>
<td>69.28</td>
</tr>
<tr>
<td><strong>Acoustic</strong></td>
<td>50.70</td>
<td>60.56</td>
<td><strong>64.79</strong></td>
<td>63.38</td>
<td>53.52</td>
</tr>
<tr>
<td><strong>Transcript</strong></td>
<td>76.06</td>
<td>74.65</td>
<td><strong>77.46</strong></td>
<td>73.24</td>
<td>59.15</td>
</tr>
<tr>
<td><strong>Test</strong></td>
<td>76.60</td>
<td>67.61</td>
<td>78.87</td>
<td>66.20</td>
<td>60.56</td>
</tr>
</tbody>
</table>

Figure 2: Late (decision) fusion of the best results of acoustic and linguistic models for Task 1 (left) and Task 3 (right). Precision (Pre), recall (Rec), accuracy (Accu) and mean F1 scores are shown on the margins.

5.2. Task 2: MMSE prediction

For this task we used five types of regression models: linear regression (LR), DT, with leaf size 20 and CART algorithm, sup-
port vector regression (SVR, with a radial basis function kernel, box constraint of 0.1 and sequential minimal optimisation solver), Random Forest regression ensembles (RF), and Gaussian process regression (GP, with a squared exponential kernel). The regression methods are implemented in MATLAB [34].

Table 3: Task2: MMSE score prediction error scores (RMSE) for CV and test data. Results for manual transcripts in italics.

<table>
<thead>
<tr>
<th>Score</th>
<th>LR</th>
<th>DT</th>
<th>SVR</th>
<th>RF</th>
<th>GP</th>
<th>mean (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic</td>
<td>6.88</td>
<td>6.88</td>
<td>6.96</td>
<td>7.89</td>
<td>6.71</td>
<td>7.06 (0.47)</td>
</tr>
<tr>
<td>CV ASR</td>
<td>6.65</td>
<td>5.92</td>
<td>6.42</td>
<td>7.02</td>
<td>6.50</td>
<td>6.50 (0.40)</td>
</tr>
<tr>
<td>Transcript</td>
<td>5.77</td>
<td>6.20</td>
<td>5.75</td>
<td>6.94</td>
<td>5.52</td>
<td>6.04 (0.56)</td>
</tr>
<tr>
<td>Acoustic</td>
<td>6.23</td>
<td>6.47</td>
<td><strong>6.09</strong></td>
<td>8.18</td>
<td>6.81</td>
<td>6.75 (0.84)</td>
</tr>
<tr>
<td>Test ASR</td>
<td>5.87</td>
<td>6.24</td>
<td><strong>5.28</strong></td>
<td>6.94</td>
<td>5.43</td>
<td>5.95 (0.67)</td>
</tr>
<tr>
<td>Transcript</td>
<td>4.49</td>
<td>6.06</td>
<td>4.65</td>
<td>6.07</td>
<td>4.35</td>
<td>5.12 (0.87)</td>
</tr>
</tbody>
</table>

The results are summarised in Table 3. As with classification, DT regression outperformed the other models in CV, with ASR linguistic features outperforming acoustic ADR features. This trend persisted in the test set, with linguistic features producing a minimum RMSE of 5.28 in a SVR model. We then fused the best results of linguistic and acoustic features and took a weighted mean, finding the weights through grid search on the validation results, which resulted in an improvement (6.37) on the validation dataset. We then used the same weights to fuse the test results and obtained an RMSE of 5.29 ($r = 0.69$). For this task, manual transcripts produced substantial improvements (a 14% error reduction on average, with as much as 18% improvement for the best model).

6. Prognosis baseline (Task 3)

We tested the same classification methods used in Task 1 for the task of identifying patients who went on to exhibit cognitive decline within two years of the baseline visit in which the speech samples used in our models were taken. The acoustic and linguistic features were generated as described in Section 4. The results of this prediction task are summarised in Table 4. As the classes for this task are imbalanced we report average $F_1$ results rather than accuracy. Once again DT performed best on CV, but the $F_1$ results for the test set was considerably lower, reaching only 66.67% for linguistic and 61.02% for acoustic features.

Table 4: Task3: cognitive decline progression results (mean of $F_1$ Score) for leave-one-subject-out CV and test data.

<table>
<thead>
<tr>
<th>Score</th>
<th>LDA</th>
<th>DT</th>
<th>SVM</th>
<th>TB</th>
<th>KNN</th>
<th>mean (sd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic</td>
<td>59.89</td>
<td>84.94</td>
<td>55.64</td>
<td>63.85</td>
<td>65.92</td>
<td>66.03 (11.27)</td>
</tr>
<tr>
<td>Val ASR</td>
<td>55.19</td>
<td>76.52</td>
<td>45.24</td>
<td>63.10</td>
<td>55.25</td>
<td>59.06 (11.64)</td>
</tr>
<tr>
<td>Test ASR</td>
<td>61.02</td>
<td>33.62</td>
<td>40.74</td>
<td>40.74</td>
<td>38.46</td>
<td>46.91 (9.89)</td>
</tr>
<tr>
<td>Acoustic</td>
<td>54.29</td>
<td>66.67</td>
<td>40.74</td>
<td>56.56</td>
<td>39.62</td>
<td>51.58 (11.41)</td>
</tr>
</tbody>
</table>

As before, we fused the predictions of the best models for each feature type, hoping that the diversity of models might improve classification. The confusion matrix for the fusion model is shown in Figure 2, right. This time, however, decision fusion did not yield any improvement in accuracy, although sensitivity (recall) improved from 40% to 70% for patients whose cognitive function declined.

7. Discussion

The AD classification baseline yielded a maximum accuracy of 78.87% on the test set, through the fusion of models based on linguistic and acoustic features. Despite the fact that the ASR transcripts had relatively high WER, linguistic features contributed considerably to the predictions. The overall baseline results for this task are in fact comparable to results obtained for similar picture description data using manual transcripts (see Section 2). We further tested this observation by generating language models out of manual transcripts, and verified that the accuracy improvements by those models was slight. The good performance of the classifiers on ASR data is somewhat puzzling. We speculate that as WER varies widely across the recordings, ASR quality itself might have been detected by the models. As deterioration in speech quality (low loudness and intelligibility) correlates positively with AD and negatively with the ASR performance, poor performance might be indirectly providing an AD predictor. This warrants further investigation. Finally, DT classifiers performed well on the CV experiments, but accuracy decreased on the test set, indicating probable overfitting. Overall, however, all models proved fairly robust.

A similar picture was observed in the MMSE regression task. ASR generated linguistic features contributed appreciably to the prediction, despite transcription errors. In this case, however, late fusion only improved the RMSE score in CV; the test set RMSE remained practically unchanged. Also of note is the fact that on this task manual transcription would have substantially reduced RMSE, showing that fully automatic processing still faces challenges in predicting subtler cognitive differences.

The prognosis task proved to be the most difficult. The CV results varied considerably among models, specially the linguistic models ($sd = 11.64$). The test set results were also varied, reaching a maximum $F_1$ score of 66.67%, even when the best model predictions were fused. Although the acoustic features produced the best classification results in CV ($F_1 = 66.05\%$ vs 59.06% for linguistic features), these results were not born out by test set evaluation, suggesting that the acoustic features made the classifiers more prone to overfitting. It is possible that this could be mitigated by training the acoustic feature extractor (ADR) on a larger set of off-task recordings (data augmentation) and fine tuning the resulting model on the ADReSS data.

8. Conclusions

The ADReSS Challenge is the first shared task to target cognitive status prediction using raw, non-annotated a non-transcribed speech, and to address prediction of changes in cognition over time. We believe this moves the speech processing and machine learning methods one step closer to the real-world of clinical applications. A limitation the AD classification and the MMSE regression tasks share with most approaches to the use of these methods in dementia research is that they provide little insight into disease progression. This has been identified as the main issue hindering translation of these technologies into clinical practice [6] and, hence, preclinical modelling emerges as clear avenue for future research [35]. However, these tasks remain relevant in application scenarios involving automatic cognitive status monitoring, in combination with wearable and ambient technology. The addition of the progression task should open avenues for relevance also in more traditional clinical contexts.
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Abstract

The widely used word vectors can be extended at the sentence level to perform a wide range of natural language processing (NLP) tasks. Recently the Bidirectional Encoder Representations from Transformers (BERT) language representation achieved state-of-the-art performance for these applications. The model is trained with punctuated and well-formed (written) text, however, the performance of the model drops significantly when the input text is the erroneous and unpunctuated output of automatic speech recognition (ASR). We use a sliding window and averaging approach for pre-processing text for BERT to extract features for classifying three diagnostic categories related to cognitive impairment: neurodegenerative disorder (ND), mild cognitive impairment (MCI), and healthy controls (HC). The in-house dataset contains the audio recordings of an intelligent virtual agent (IVA) who asks the participants several conversational questions pertaining to giving a picture description prompt. For the three-way classification, we achieve a 73.88% F-score (accuracy: 76.53%) using the pre-trained, uncased base BERT and for the two-way classifier (HCvs. ND) we achieve 89.80% (accuracy: 90%). We further improve these by using a prompt selection technique, reaching the F-scores of 79.98% (accuracy: 81.63%) and 93.56% (accuracy:93.75%) respectively.

Index Terms: Dementia detection, language representation, speech recognition, processing of pathological speech

1. Introduction

Dementia affects the cognitive and communication abilities of people which impairs their speech and language as well as their general ability to undertake daily activities. The number of people living with dementia in the UK is over 850,000 and it is expected to rise to one million by 2025 [1]. Dementia and Alzheimer’s is one of the top leading causes of death in the UK [2]. Detecting the early stages of dementia is a challenging task due to overlapping symptoms with normal ageing, limited capability of existing screening tools, and the high risk associated with some procedures such as exposure to radiation. Current cognitive tests routinely assess the speech and communication ability of people but these are inaccurate and difficult to interpret for non-specialists. Therefore, developing automatic assessments methods is of great importance. Recently, we have developed an automatic system analysing people’s conversation with an intelligent virtual agent (IVA) to detect cognitive decline [3, 4]. The IVA prompts the users to answer a number of questions as well as to perform some standard cognitive tests including the Cookie Theft description task [5]. In our previous work, we have extracted a number of acoustic, lexical, conceptual and conversational analysis features from the whole conversations between the participants and the IVA, and we showed how the features can be used to reliably distinguish between neurodegenerative disorder (ND), mild cognitive impairment (MCI) and healthy controls (HCs) [6, 7, 4]. In this paper, we explore the role of each prompt in the classification accuracy. We use the word vector and language representation (sentence level vectors) to extract the context of the answers given to each question.

2. Related work

BERT models have been recently introduced for dementia detection and state-of-the-art results have been reported [13]. There has been a number of studies using BERT in the ADReSS challenge 2020 [14] containing Cookie Theft descriptions, in which the authors shared a training set containing 78 audio files with the corresponding human transcripts of Alzheimer’s Disease (AD) participants as well as 78 transcript for non-AD people, and a test set with 48 recordings (24 for each group). The data was taken from the Dementia Bank Corpus [15] to perform two tasks: classification between AD and non-AD, and...
predicting the mini-mental state examination (MMSE) scores. The successful models in the challenge were mostly trained on the manual transcripts of the recordings. In reality it is not desirable to rely on the manual transcripts as it would be costly and time-consuming to provide them. Instead fully automated systems should be explored, which can take as input the audio recordings. This means they need to be able to deal with the challenges of using ASR systems and combining the automatic transcripts with models such as BERT.

Different groups in the challenge reported different performances. In particular, the models using BERT achieved good accuracies ranging between 75% and 85.4%, e.g. [16] (combining x-vectors and the manual transcripts) reported 75% accuracy; [17] got 81.25% and [18] 83.3%; [19] (adding pauses and disfluency to the transcripts) achieved 85.4% accuracy, similar to the accuracy gained by [20] with a multi-modal (using both audio signals and manual transcripts) BERT.

The ASR errors can affect the word vector techniques significantly. In our previous work, we used GloVe word vectors on 473 recordings of the Dementia Bank dataset and we achieved an accuracy of 75.6% using the manual transcripts without the punctuation. However, the accuracy dropped significantly to 62.3% when we replaced the manual transcripts with the ASR outputs (45.3% WER) [21]. Therefore, we can expect that when using BERT adding the erroneous text from the ASR affects the results considerably. This paper analyses the effect of using ASR transcripts with BERT in a cognitive impairment application and proposes a way of mitigating the effects.

3. Experimental setup

The IVA dataset was collected between 2016 and 2020 at the Department of Neurology, University of Sheffield, UK (Royal Hallamshire Hospital). A total of 168 participants were recorded of which 98 were chosen for this study (61 HC, 19 ND and 18 MCI ¹). The other recordings were only used for training the ASR. The IVA conversation includes nine questions, and the and 18 MCI recorded of which 98 were chosen for this study (61 HC, 19 ND and 18 MCI ¹). The other recordings were only used for training the ASR. The IVA conversation includes nine questions, and the Cookie Theft description task.

3.1. ASR

The LIBRISPEECH dataset was used for training a time delay neural networks (TDNN) acoustic model based on Kaldi’s LIBRISPEECH recipe [22]. Then using a 10 fold cross-validation approach, the base acoustic model was adapted to the IVA dataset following the transfer learning technique of [23] (transferring all layers). One epoch of training was carried out on the target dataset (IVA) to adapt the acoustic model. For the language model, the four-gram model was used with Turing smoothing interpolated with the language model of the LIBRISPEECH text. An average 27.9% WER was achieved using the 10-fold cross validation approach.

3.2. Classifiers

Two types of classifiers were chosen for the experiments in this study: the conventional Logistic Regression (LR) classifier and a Transformer based sequence classifiers. The LR classifier is efficient and quick and produces deterministic results, while the Transformer classifiers need longer time to be trained and tuned and each time produce different results depending on the ini-

---

¹These are the numbers that we have collected so far. The numbers of each classes are not balanced, so we did calculate weighted F-score, precision and recall.

---

²dealing with uppercase and lowercase words, respectively.

---

Figure 1: Averaging technique to build the sentence vectors on the the BERT model: each input text is divided into a number of fixed length text (using a sliding window). Then the average of the layers and the standard deviations are combined to build a sentence and whole text vector.

3.3. Sentence vectors

The Transformer based classifiers can handle input text of varying lengths. If the input text is shorter than a maximum length of words, the spaces are padded with a specific token, while the longer sentences are truncated. BERT models were trained on punctuated corpora. The authors of BERT trained both cased and uncased ² models of BERT with different sizes of corpora (tiny, small, medium and large). In this study, we use the pre-trained model with a normal size corpus, as well as the large size: uncased BERT base (for convenience we refer to it as BERT), and uncased BERT large (BERT-large).

A sentence can be passed to the pre-trained BERT model as its input and the corresponding sentence vector can be extracted from the weights of the network’s layers. However, as mentioned before, the LR classifier works on fixed-length input features. So for BERT with 12 layers and each layer having 768 neurons, per each input word we can extract a vector of $12 \times 768 = 9216$ dimensions. Assume that the maximum word length is 150, then the BERT model can represent the whole input with a vector of $150 \times 9216 = 1,382,400$ dimensions (3.7 million dimensions for BERT-large), which is not feasible to use with an LR classifier. We therefore need to construct a compact version of the sentence/text vectors. To this end, we firstly calculate the average of the vectors as the representation for the sentence. We have tried different approaches and found that averaging the weights on all layers of the model, combined with the standard deviation of the weights (so representation with $2 \times 768 = 1536$ dimensions instead of 1.4 million), was the best; see Figure 1. We also observed that better representation can be achieved by using smaller sentences. So instead of using the whole text we split it into smaller sentences, and us-
Table 1: Two-way classification results on the ADReSS dataset using manual transcript with punctuation (Weighted Precision: WPr, Weighted Recall: WRc, WeightedF-score: WFs, Accuracy: Ac).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>WPr %</th>
<th>WRc %</th>
<th>WFs %</th>
<th>Ac %</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR (GloVe)</td>
<td>80.00</td>
<td>79.17</td>
<td>79.02</td>
<td>79.17</td>
</tr>
<tr>
<td>LR (BERT)</td>
<td>81.75</td>
<td>81.25</td>
<td>81.18</td>
<td>81.25</td>
</tr>
<tr>
<td>LR (BERT-large)</td>
<td>79.37</td>
<td>79.17</td>
<td>79.13</td>
<td>79.17</td>
</tr>
<tr>
<td>Transformer (GloVe)</td>
<td>75.17</td>
<td>75.00</td>
<td>74.96</td>
<td>75.00</td>
</tr>
<tr>
<td>BERT classifier</td>
<td>82.67</td>
<td>81.25</td>
<td>81.04</td>
<td>81.25</td>
</tr>
<tr>
<td>BERT-large classifier</td>
<td>88.57</td>
<td>87.50</td>
<td>87.41</td>
<td>87.50</td>
</tr>
</tbody>
</table>

Table 2: Two-way classification results on the ADReSS dataset using manual transcript without punctuation (Weighted Precision: WPr, Weighted Recall: WRc, WeightedF-score: WFs, Accuracy: Ac).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>WPr %</th>
<th>WRc %</th>
<th>WFs %</th>
<th>Ac %</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR (GloVe)</td>
<td>84.16</td>
<td>81.20</td>
<td>80.84</td>
<td>81.25</td>
</tr>
<tr>
<td>LR (BERT)</td>
<td>84.16</td>
<td>81.20</td>
<td>80.84</td>
<td>81.25</td>
</tr>
<tr>
<td>LR (BERT-large)</td>
<td>84.16</td>
<td>81.20</td>
<td>80.84</td>
<td>81.25</td>
</tr>
<tr>
<td>Transformer (GloVe)</td>
<td>75.00</td>
<td>75.00</td>
<td>75.00</td>
<td>75.00</td>
</tr>
<tr>
<td>BERT classifier</td>
<td>81.75</td>
<td>81.25</td>
<td>81.18</td>
<td>81.25</td>
</tr>
<tr>
<td>BERT-large classifier</td>
<td>78.31</td>
<td>77.08</td>
<td>76.83</td>
<td>77.08</td>
</tr>
</tbody>
</table>

4. Results

Before investigating which questions of the IVA dataset are more informative for the classification, it is interesting to first quantify the effect of removing the punctuation and ASR errors. We will do this by investigating this in the ADReSS dataset as well as in our IVA Cookie Theft descriptions.

4.1. Effect of removing punctuation

To demonstrate the effect of the punctuation on the classifiers’ performance, we first used the manual transcripts of the ADReSS challenge without punctuation by applying the sliding window technique. Table 1 and 2 show the performance of the classifiers in terms of precision, recall, F-score and accuracy measures. Using the sentence word representation based on the punctuation marks, the best performance, achieved by the LR classifier trained on vectors from BERT, was an F-score of 81.18% and an accuracy of 81.25%. However, the best classifier was BERT-large which achieved 87.41% F-score and 87.50% accuracy (comparable to the highest results reported by the ADReSS challenge [14]). Removing the punctuation from the manual text reduced the performance of the BERT-large based classifier (an almost 10% drop to 77.08%). However, the LR classifiers trained on the features, obtained using the sliding window and averaging, were more robust; all reached almost 81% F-score and accuracy. Since we observed more robustness from the LR classifiers than the Transform based ones, we only used the LR classifiers for the following experiments.

4.2. IVA three-way classification

Our IVA contains Cookie Theft picture descriptions that are directly comparable to those in the ADReSS dataset. The IVA has three diagnostic classes though, ND, MCI and HC, and so we first performed the three-way classification tasks. Section 4.3 contains the two-way classifications (HC vs. ND). The three-way classification task is naturally more difficult than the two-way classification not just because of a lower chance-level, but the classes are also more confusable in terms of how the speech and language is affected with MCI having some resemblance to both HC and ND classes. To show the effect of using the ASR-generated transcripts, we will perform the classification on the manual transcripts then compare them with the classifications using the ASR outputs. Table 3 shows that using the manual transcripts, LR (BERT-large) achieved 72.19% F-score (74.49% accuracy) (LR (BERT) gained a slightly lower F-score). However, as can be seen from the table, using the erroneous ASR transcripts reduced the performance of the three LR classifiers. The best three-way LR classifier was LR (BERT-large) with 68.76% F-score and 71.43% accuracy.

4.3. IVA two-way classification

As the next step, the LR classification tasks were repeated on only the two classes (ND vs. HC, which is similar to the ADReSS challenge task). Table 4 shows the LR classifier performances using only the Cookie Theft part of the recordings versus using Cookie Theft and questions. As can be seen given having only Cookie Theft the binary LR (GloVe) classifier outperformed the two other classifiers with 83.60% F-score and 83.75% accuracy. However, adding the nine questions, LR (BERT) achieved 89.80% F-score (90% accuracy).

4.4. Prompt selection

In our previous work, we have always included all of the prompts (questions and various cognitive tasks) given by the IVA. Here we explore whether this is warranted or perhaps different prompts contribute different amounts and so, using only a subset might improve performance. Table 5 shows the results
Table 6: Prompt (Prmpt) selection for the best three and two-way classifiers (Cl.) (Weighted Precision: WPr, Weighted Recall: WRc, WeightedF-score: WFs, Accuracy: Ac).

<table>
<thead>
<tr>
<th>Cl.</th>
<th>5 best Prmpt’s</th>
<th>WPr %</th>
<th>WRc %</th>
<th>WFs %</th>
<th>Ac %</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-way</td>
<td>3, 4, 5, 8, CT</td>
<td>81.14</td>
<td>81.63</td>
<td>79.98</td>
<td>81.63</td>
</tr>
<tr>
<td>2-way</td>
<td>3, 6, 7, 8, 9</td>
<td>93.75</td>
<td>93.75</td>
<td>93.56</td>
<td>93.75</td>
</tr>
</tbody>
</table>

However, the percentage/number of correctly recognised ND increased from 57.89% (11) to 68.42% (13) and for MCI more improvement can be seen from 27.78% (5) to 50% (9). However, the MCI group was the most confused group having more overlap with the other groups. For the two-way classification, the question selection improved the percent/number of correctly recognised ND participants from 68.42%(13) to 78.95%(15), and the number of correctly recognised HC from 96.72%(59) to 98.36% (60).

5. Conclusions

In this paper, we have shown that even though a BERT model can outperform other approaches such as GloVe embedding in many applications, their performance can be affected by the lack of punctuation and the errors introduced when using ASR in fully automated systems. We proposed using a sliding window and averaging technique to produce a sentence representation that can be successfully used as a feature to train a robust LR classifier to identify cognitive decline with high accuracy. Even more improvement was achieved by selecting a subset of the prompts which are more informative for the classification tasks. This demonstrates that the clinically diagnostic conversational questions asked by the IVA should be carefully chosen and that even quite a small set of prompts is capable of giving a very high performance, when used in conjunction with a model like BERT and careful pre-processing of ASR transcripts. For future work, we plan to further investigate the effect of ASR transcripts on the quality of BERT output.
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Proposed five models

Input: audios from training set
target: predict the label of the audios in the test set

Table 3: AD detection models, TB=Tree Bagger, CS=confidence scores, model parameter: e=epochs, mwl=max word length, ne=number of estimators, bs=batch size
Wav2vec2.0 ASR System

Model 1

Model 3
A range of ASR hypotheses can be derived from the decoder lattices using different parameters:
The language weights were between 6 and 10 with a word insertion penalty of 0, 0.5 and 1 producing 30 different hypotheses for each recording.
Experiment results

The acoustic accuracy is 80.06%.
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The acoustic accuracy is 74.65%.

The best linguistic accuracy is 84.51%
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Abstract

Exploring acoustic and linguistic information embedded in spontaneous speech recordings has proven to be efficient for automatic Alzheimer’s dementia detection. Acoustic features can be extracted directly from the audio recordings, however, linguistic features, in fully automatic systems, need to be extracted from transcripts generated by an automatic speech recognition (ASR) system. We explore two state-of-the-art ASR paradigms, Wav2vec2.0 (for transcription and feature extraction) and time delay neural networks (TDNN) on the ADReSSo dataset containing recordings of people describing the Cookie Theft (CT) picture. As no manual transcripts are provided, we train an ASR system using our in-house CT data. We further investigate the use of confidence scores and multiple ASR hypotheses to guide and augment the input for the BERT-based classification. In total, five models are proposed for exploring how to use the audio recordings only for acoustic and linguistic information extraction. The test results on best acoustic-only and best linguistic-only are 74.65% and 84.51% respectively (representing a 15% and 9% relative increase to published baseline results).

Index Terms: Automatic speech recognition, Alzheimer’s dementia, computational paralinguistics

1. Introduction

Research on patients’ speech has revealed that linguistic and acoustic abilities are affected even at the early stages of Alzheimer’s dementia (AD) [1, 2]. Automatic methods for detecting such impoverishment has focused on extracting acoustic and linguistic information and learning distinguishable patterns for people with and without dementia. For embedding the linguistic information, multiple approaches e.g., word2vec [3], hierarchical neural network systems [4], and BERT [5, 6] has been proven to be effective in previous research. For extracting acoustic features, both the traditional pipeline systems based on conventional acoustic features [7, 8] and the more recent end-to-end systems for learning task-specific acoustic feature extraction [9, 9] have been explored.

The Alzheimer’s Dementia Recognition through Spontaneous Speech (ADReSSo) challenge is organized for advancing research into automatic AD detection [10]. It contains audio recordings of people describing the Cookie Theft picture. The challenge has not provided manual transcripts of the recordings, in order to reflect more real applications in which it is costly and time-consuming to provide human transcripts. However, automatic approaches to cognitive assessment rely on a combination of linguistic and acoustic information to detect symptoms more comprehensively [11]. To learn linguistic information, the most widespread approach is to first transcribe the audio into text with an automatic speech recognition (ASR) system. Not having manual transcripts of the recordings makes training a good ASR system challenging. To overcome some of these challenges two types of ASR paradigms are explored: i) the traditional ASR systems, based on a pipeline comprising of acoustic, language and lexical models, and ii) end-to-end systems, which directly map a sequence of input acoustic waveforms into a sequence of graphemes or words with an integral structure. For the traditional ASR system, time delay neural network (TDNN) has been used in our previous research and got an outstanding result on dementia-related speech recognition [12–14].

In this paper, BERT is used for extracting linguistic information. However, to mitigate the problems of using ASR-generated transcripts (with erroneous words and lacking punctuation), we explore the use of ASR lattice information. An ASR lattice provides time alignment, recognised words and confidence scores for different hypotheses. Usually, only the most likely hypothesis is selected for the subsequent AD detection [4, 12]. Here, we explore both the use of multiple hypotheses (can be seen as a form of data augmentation) as well as using the hypothesis with the highest word confidence scores (High-ConfHyp). In addition, we incorporate the confidence scores into the BERT sequence classifier.

Wav2vec2.0 (denoted as w2v in the following), as a self-supervised end-to-end ASR system, can achieve similar performance as the traditional ASRs (supervised systems) but with less transcribed audio data. For the w2v structure, information embedded in the transformer layers has been explored in previous research [15, 16]. In our paper, w2v is used both for audio transcription and embedded acoustic feature extraction.

The contribution of the paper can be summarized as follows: (1). Using the acoustic features and automatic transcripts extracted by the w2v results in a superior performance compared to the baseline features reported in [10]. (2). Using mul-

*equal contribution
tiple ASR hypotheses and confidence scores as an input to the BERT system improves the performance compared to using just the best hypothesis as in previously proposed approaches [12]. (3) Exploring the performance of feature fusion on the acoustic and linguistic information improves results on the provided test set. In the remainder of the paper, Section 2 presents the related work. Section 3 introduces the acoustic and linguistic features used. The experimental setup and the results are discussed in Section 4 and Section 5. Conclusions are given in Section 6.

2. Related work

In the ADReSS Challenge, the predecessor to the ADReSSo challenge, the organisers provided both the acoustic recordings and the corresponding manual transcripts. The best performances were achieved by [6] and [5] using acoustic-only and linguistic-only systems, respectively. Among the 34 participating teams, 7 out of 13 Interspeech-2020 papers used BERT for linguistic-based modelling, thus demonstrating the efficiency of BERT when manual transcripts are available. However, for fully automatic systems, the transcription task is handled by an ASR which introduces word-level errors. It has been found that fine-tuning on noisy text data, can negatively impact the performance of BERT [17]. Our paper explores how to increase the performance of BERT-based classification when working with ASR transcripts.

Disfluencies and unclear pronunciation can decrease the performance of ASR systems, whilst at the same time be beneficial if the related information is used to inform the classification [5,12]. In [5], the pause and disfluency annotation was used for punctuation generation providing important linguistic information in addition to the manual transcripts. In [12], ASR-transcribed words with low confidence scores were removed from the generated transcripts to successfully guide the linguistic information extraction. The time alignment information from the ASR output is used for designing the rhythm features for assisting the extracted acoustic features.

Table 1: Analysis of HighConfHyp on HC and AD.

<table>
<thead>
<tr>
<th>parameters (mean&amp;kvar)</th>
<th>AD</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>word duration (s)</td>
<td>.129±(.013)</td>
<td>.120±(.013)</td>
</tr>
<tr>
<td>pause duration (s)</td>
<td>.267±(.589)</td>
<td>.126±(.154)</td>
</tr>
<tr>
<td>confidence score</td>
<td>.867±(.036)</td>
<td>.886±(.033)</td>
</tr>
<tr>
<td>#words/transcript</td>
<td>65 ±(1910)</td>
<td>81 ±(3207)</td>
</tr>
</tbody>
</table>

The lack of manual transcripts in the challenge means that it is difficult to train an ASR system tailored to the specifics of ADReSSo. It also makes it more challenging to evaluate the outputs of any transcripts produced for the ADReSSo data. To get around this, confidence scores are used as a proxy measure for accuracy, essentially replacing the information provided by monitoring WERs for different ASR systems during development. To assess the meaningfulness of using this approach, we analysed the transcripts produced by our system [12] when run on the ADReSSo dataset. Table 1 shows that the mean and variance of pause duration in the AD group was longer than the HC group. Likewise, fewer words were recognised in the AD group compared to the HC group. This might be because people living with AD tend to speak less and with more disfluencies. Moreover, a significant number of the words pronounced by people living with AD are typically not clear enough to be recognised correctly by the ASR as demonstrated in our previous work [12].

3. Acoustic and linguistic features

In this section, two ASR paradigms are introduced for transcribing the audio recordings for linguistic information extraction using BERT. The w2v, is also used for acoustic information extraction. The feature fusion is implemented on the ASR transcripts and the extracted acoustic features.

3.1. Automatic speech recognition

To transcribe the audio recordings into texts, we trained a conventional Kaldi-based ASR which produces decoding lattices allowing us to construct different hypotheses (extracted text from different paths in the lattice). For each hypothesis it is possible to calculate the confidence scores of the words, reflecting how confident the ASR is in recognizing each word.

Table 2: Datasets used for training the ASR. Len.: the total length in hours/minutes, Utts.: number of utterances, Spks.: number of speakers, and Avg.Utts.: Average utterance length in seconds.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DR INTERVIEWS (295)</td>
<td>64.3h</td>
<td>39.2k</td>
<td>736</td>
<td>5.9s</td>
</tr>
<tr>
<td>IVA (168)</td>
<td>26.7h</td>
<td>8.3k</td>
<td>219</td>
<td>11.5s</td>
</tr>
<tr>
<td>HALLAM (54)</td>
<td>26.14h</td>
<td>10.5k</td>
<td>139</td>
<td>4.8s</td>
</tr>
<tr>
<td>SHEFMAN CT (238)</td>
<td>3.9h</td>
<td>0.2k</td>
<td>238</td>
<td>11.5s</td>
</tr>
<tr>
<td>LIBRISPEECH (281241)</td>
<td>961.1h</td>
<td>281.2k</td>
<td>5466</td>
<td>12.3s</td>
</tr>
<tr>
<td>AMI (682)</td>
<td>95.5h</td>
<td>133.9k</td>
<td>171</td>
<td>2.6s</td>
</tr>
</tbody>
</table>

Since the manual transcripts of the training set of the challenge were not available and using any part of Dementia Bank not permitted, training a high performance ASR tuned to recognise spontaneous speech, ideally of people describing the Cookie Theft picture, was challenging. LIBRISPEECH is a well-known dataset containing almost 1000 hours of audio recordings of people reading books. It was used to build a base TDNN ASR following Kaldi’s LAME recipe [18]. Since the dataset is read speech, a transfer learning technique was applied to adapt to spontaneous speech data using a number of datasets: (AMI [19], DR INTERVIEWS, IVA, and HALLAM. Table 2 shows information such as length, number of utterances and speakers of the datasets. DR INTERVIEWS, and HALLAM are two datasets collected locally at the Sheffield Royal Hallamshire hospital. They contain audio interviews between neurologists and people with seizure/non-epileptic attacks, and dementia or other memory issues, respectively. In addition, the IVA dataset (also in-house) contains conversation between patients and an Intelligent Virtual Agent. Moreover, 238 Cookie Theft description from Sheffield and Manchester universities (SHEFMAN CT) were used for a second round of adaptation. Of these, a small subset of 20 out of 238 samples was held out for ASR testing and the rest were added to the other datasets for transfer learning. Following [20] (using both the structure and weights of the base ASR and then running one epoch of the DNN model to adapt to the new datasets) the acoustic model of our ASR was constructed. To train the language model, the four-grams with Turing smoothing was applied on the training set. Decoding on a held out set of the SHEFMAN CT data (10%) resulted in a WER of 8.23%.
3.2. Acoustic feature extraction

W2v as an end-to-end ASR paradigm was used for both the audio transcription and the acoustic feature extraction. W2v encodes raw wave $X$ with multiple Convolutional Neural Networks (CNNs) into latent representations $Z \in z_1, ..., z_T$ for $T$ time-steps. Before passing the inputs to the Transformer to get the textualized representation, first $Z$ was fed to a quantization module [21] for masking [22–24]. The model was first trained on the unlabeled data and then fine-tuned on a small labelled dataset with a Connectionist Temporal Classification (CTC) loss [25, 26]. Research has shown that the representations underlying pre-trained W2v can capture the speaker features and language features [15] embedded in the acoustic recordings. The contextualized representations of the input raw wave were built into the 24 layers transformer architecture. For extracting the acoustic features from the W2v structure, the transformer layers' outputs were extracted as the acoustic representations of the input waveform segments. For each hidden layer output, the extracted hidden feature matrix $[N \times feat\_dim]$ was averaged across the length $N$ of the feature. At the same time, the transcribed words for the waveform were used for the following linguistic-based information modelling.

The pre-trained model\(^1\) (named as pre-trained W2v for convenience) is adapted on the IVA dataset (see Table 2) for a better performance on the ADReSSo data. The IVA recordings were split into 60/20/20 parts training, evaluation and testing. After data adaptation, the WER decreased from 31.9% to 18.6% on this IVA test set. The ASR transcripts are used as the input of BERT for linguistic information modelling.

3.3. Combining linguistic and acoustic features

The acoustic features described in Section 3.2 and the linguistic features extracted from the last transformer layer in BERT by concatenating with a fully connected layer are combined as follows. The acoustic features $V \in [N \times feat\_dim]$ were averaged over feature numbers into a vector $v_1 \in feat\_dim$. After dimension reduction with a fully connected layer, the feature $v_1$ was concatenated with the BERT last-second layer output feature $v_2$ for fine-tuning.

3.4. Using ASR hypotheses and confidence scores

A range of ASR hypotheses can be derived from the decoder lattices using different parameters: the language weights were between 6 and 10 with a word insertion penalty of 0, 0.5 and 1 producing 30 different hypotheses for each recording. The average confidence scores of the words were calculated for each of the hypotheses. Two models (with different maximum word length of the input sequence: 105 and 100) were built using the uncased BERT large sequence classifier and hypotheses with the confidence scores. Figure 1 shows the structure of the models which was simply a concatenation of the last three hidden states of the BERT classifier with the input confidence score layer. The combination of these two layers was passed finally to the output layer to classify between AD and HC transcripts. Using a variety of outputs from the ASR (which we know are erroneous) alongside the corresponding confidence scores, could help the network to be trained more robustly on the words produced by the ASR.

4. Experimental setup

Table 3 shows the list of the five models submitted to the challenge. Model 1 and Model 2 correspond to the acoustic features and ASR transcripts as output by the w2v model described in 3.2, while Model 3 corresponds to the feature fusion proposed in Section 3.3. For these three models, 10-fold cross-validation (CV) was applied. Then the results (Section 5) were averaged across the 10 folds, and the test labels were estimated by the majority voting on the predict labels from the 10 folds trained models. However, for Model 4 and Model 5 corresponded to Section 3.4, since it was a time-consuming process to run multiple fold-based evaluations, instead a single evaluation set was constructed by holding out 20% of the training set.

4.1. Model setup

BERT-For-Sequence-Classification\(^2\) [27] was used for modelling the linguistic information. Two configurations of BERT models were used with a transformer layer inside the models of 12 layers (BERT\_base) and 24 layers (BERT\_large). Two dense layers were added to the BERT\_base for feature fusion with 256 dimensions. To fine-tune the BERT\_base and BERT\_large using the ASR-derived transcripts of the ADReSSo training set, the parameters were set as in Table 3. For fine-tuning the w2v, 168 IVA recordings, shown in Table 2, were used.

4.2. Model selection

We used our evaluation set to select the five models submitted to the challenge. As part of this process, we also evaluated a number of proposed models based on our and other’s previous work. Using the approach in [5], the performance of the HighConfHyp on BERT\_base using 10 fold averaged accuracy was 72.77% on our evaluation set. Also, we replicated the experiments in [5] on the BERT\_3p model (the best performance with BERT in the paper) based on the HighConfHyp. The time alignment information was used for generating the punctuation insertion instead, and the 10-fold CV averaged accuracy on the evaluation set was 75.06%. Inspired by the experiments in [12], the transcribed words in the HighConHyp are selected with the confidence scores by replacing the word with the confidence score lower than 0.87 (selected based on the average confidence score of the two classes in Table 1) by $<$\texttt{unk}$>$. The 10-fold CV

\(^1\)https://huggingface.co/facebook/wav2vec2-large-960h-lv60-self

\(^2\)nine folds of training set for training and one fold for evaluation

\(^3\)https://github.com/huggingface/transformers
5. Results

5.1. Acoustic feature comparison

For classifying the extracted acoustic features, four linear classifiers were selected, namely decision trees (DT), nearest neighbour (KNN), TB and support vector machines (SVM). The acoustic features are normalized before classifying. The acoustic features' evaluation results corresponding to the 24 transformer layers extracted from the pre-trained w2v model and fine-tuned model are shown in Figure 2 respectively. As shown, the highest accuracy (80.08%) was achieved by the TB classifier with the 16th hidden layer features extracted from the pre-trained w2v model. The BERT model based combination of the acoustic and linguistic information improved the performance of the classifier on the evaluation set, but not as well as the linguistic-only models on the test set. This might indicate a mismatch between the evaluation set and the test set.

Figure 2: Comparing classifiers using acoustic features extracted from the wav2vec2-large-960h-lv60 pre-trained model (left) and fine-tuned model (right).

5.2. Evaluation results

The baseline results on the leave-one-subject-out (LOSO) evaluation set reported by the authors of the challenge [10] were 78.92% and 72.89% on the acoustic and linguistic-based models respectively. The results corresponding to our five models are listed in Table 4. All models outperform the CV baseline. In particular, the feature fusion result on the evaluation set (83.47%) from model 3 is better than the acoustic-only result (80.06% for model 1) and linguistic-only (81.59% for model 2), though not as good as the multiple ASR hypotheses and confidence scores corresponded models (model 4 and model 5), which achieved accuracies of 97.39% and 96.69% respectively.

5.3. Test results

The baseline results on the test set were 64.79% and 77.46% for the acoustic and linguistic systems, respectively [10]. The final classification results of the five models we proposed are shown in Table 5. The acoustic-only and best linguistic-only results achieved 74.65% and 84.51% accuracy respectively (models 1 & 5), which all outperforms the baseline models. Interestingly, the feature fusion based model (model 3) performed better than model 1 and model 2 on the evaluation set, but not as well as the linguistic-only models on the test set. This might indicate a mismatch between the evaluation set and the test set.

6. Conclusion

In our paper, two ASR paradigms were adopted for linguistic and acoustic feature extraction. For modelling the linguistic information, multiple ASR hypotheses and confidence scores were passed to the pre-trained BERT for model tuning on the ASR transcripts from the ADReSSo training set. The acoustic features were extracted from the transformer outputs of the pre-trained w2v model. The BERT model based combination of the acoustic and linguistic information improved the performance of the classifier on the evaluation set, but not on the test set. In the future, the combination between the acoustic information and the multiple ASR hypotheses is expected to be explored to improve the test set performance.
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## Introduction

- Prevalence of Alzheimers (AD) and related dementias in the USA for populations older than 65 is 11.5%
- Language impairment is commonly observed sign in AD affected patients among other signs
  - Inability to find correct words – patients likely describe the word meaning but can not recall the word itself
  - Frequent use of verbal filters such as /um:/ or /eh: /
  - Slurring, repetition of ideas and questions happen in advanced stages
  - Frequent difficulties in forming simple sentences
- Can we detect AD and assess its severity from speech and its content alone? It could assist doctors in diagnosis
- Can we exploit advances in speech and language technologies to detect Alzheimer better?
  - Exploration of efficacy of transfer learning from speech recognition, speaker recognition, audio event detection models
  - Evaluation of several ASR transcriptions using linguistic models

## The ADReSSo challenge

- AD detection task: classification of subjects with and without AD using a short speech session
- MMSE prediction task: prediction of mini-mental status evaluation (MMSE) from the same short speech sessions used for AD detection
- Training dataset: 87 recordings from subjects with AD and 79 from control subjects
- Evaluation dataset: 71 recordings (labels are not known to the participants)

## Experimental setup

- Detection models specifics:
  - Logistic regression is used for classification on embeddings
  - Fine-tuning – Replace the last layer of the pre-trained model with task-specific layer and optimize cross-entropy loss function
  - Choosing best epoch based on best f-score on development set
- MMSE prediction model specifics:
  - Gradient boosting regressor is used for MMSE prediction on embeddings
  - Fine-tuning – Replace the last layer of the pre-trained model with task-specific layer and optimize RMSE loss function
  - Choosing best epoch based on best RMSE on development set
- Adam optimizer with default parameters is used for training
- Score-level fusion – we extract output scores of all the recordings from the considered models and their concatenated vector acts as input to fusion model (logistic regression)
- 10-fold Cross-validation to estimate models reliably
- For the evaluation data, we average predictions from all fold models and feed it to fusion model

## Methods and results

<table>
<thead>
<tr>
<th>Approach</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASpIRE AM + ASpIRE LM</td>
<td>63.1%, 6.74 – Cross-validation</td>
</tr>
<tr>
<td>ASpIRE AM + LM (ASpIRE+ADReSSo interpolation)</td>
<td>69.5%, 5.90 – Cross-validation</td>
</tr>
<tr>
<td>AWS ASR</td>
<td>76.1%, 5.44 – Cross-validation</td>
</tr>
<tr>
<td>Otter.ai ASR</td>
<td>73.3%, 5.39 – Cross-validation</td>
</tr>
<tr>
<td>x-vector model fine-tuning</td>
<td>71.1%, 6.97 – Cross-validation</td>
</tr>
<tr>
<td>SpeechBrain Enc/Dec-ASR embeddings</td>
<td>71.7%, 6.44 – Cross-validation</td>
</tr>
<tr>
<td>Prosody features and eGeMAPS</td>
<td>61.5%, 6.89 – Cross-validation</td>
</tr>
<tr>
<td>Audio Set model embeddings</td>
<td>60.8%, 6.92 – Cross-validation</td>
</tr>
<tr>
<td>Cross-validation Fusion</td>
<td>81.3%, 5.23 – Cross-validation</td>
</tr>
<tr>
<td>Cross-validation Fusion</td>
<td>84.5%, 4.62 – Challenge evaluation</td>
</tr>
</tbody>
</table>

## Conclusions and future work

- Linguistic models:
  - Transcriptions obtained with language model interpolation performed 6.4% f-score better
  - Commercial ASRs outperformed ASpIRE models
  - Improvement in transcriptions translates to better results in AD detection and MMSE prediction
- Acoustic models:
  - Adaptation of x-vector model and SpeechBrain ASR embeddings performed similarly, and their fusion provided 1.8% improvement
  - Fine-tuning of x-vector models with augmentation did not help (results not shown above)
  - Prosody features and embeddings extracted from event detection models were producing almost random predictions
  - Linguistic + Acoustic Fusion:
    - Improvements in detection score (5.2%), MMSE score (0.21) in cross-validation but did not improve on challenge test set
    - Linguistic models performed best on challenge test set for both detection and MMSE prediction tasks
  - In future, we plan to explore multi-modal techniques to exploit temporal cues in acoustic and linguistic modalities
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Abstract

In this study, we analyze the use of speech and speaker recognition technologies and natural language processing to detect Alzheimer disease (AD) and estimate mini-mental status evaluation (MMSE) scores. We used speech recordings from Interspeech 2021 ADReSS, challenge dataset. Our work focuses on adapting state-of-the-art speaker recognition and language models individually and later collectively to examine their complementary behavior for the tasks. We used speech embedding techniques such as x-vectors and prosody features to characterize the speech signals. We also employed automatic speech recognition (ASR) with interpolated language models to obtain transcriptions used to fine-tune the BERT models that classify and assess the speakers. Our results indicate that the fusion of scores obtained from the multiple acoustic and linguistic models provides the best detection results, suggesting that they contain complementary information. A separate analysis of the models indicates that linguistic models outperform acoustic models in detection and prediction tasks. However, acoustic models can provide better results than linguistic models under certain circumstances due to the errors in ASR transcriptions, which indicates that the performance of linguistic models relies on the performance of ASRs. Our best models provide 84.51% accuracy in automatic detection of AD and 3.85 RMSE in MMSE prediction.

Index Terms: Alzheimer Disease, Automatic Speech Recognition, Mini-Mental Status Evaluation

1. Introduction

The most common signs of Alzheimer disease (AD)\(^1\), are memory decline, disorientation, confusion, and behavior changes. This leads to loss of independence, having a clear impact on patients, their families, and the society [2]. The prevalence of AD and related dementias in the USA for populations older than 65 years old is 11.5%, with an increasing incidence due to the improve in life expectancy in the coming decades, which would double the associated burden by 2060 [3].

While two of the most typical signs of AD are memory and cognitive decline, language impairment is also common, as it is linked to cognitive and memory-related problems and neurodegenerative processes. In this respect, speech technologies can deliver new precision medicine tools that will provide an objective quantitative analysis and reliable proof, analysis, comparison, and circulation for a faster diagnosis.

The literature suggests some common signs in the speech of AD patients related to articulatory aspects such as apraxia of speech [4] or others linked to communication and word retrieval deficits such as progressive, logopenic, or anomeric aphasia [5, 6], or anemia [4]. In this respect, pause and silence-related features allow characterizing the loss of verbal fluency, which is associated with AD [7]. These problems of verbal fluency are caused, in part, by the difficulties that patients have in recalling words, finding the appropriate vocabulary, or finishing sentences. The use of verbal fillers such as /um:/ or /eh:/ or the description of a word instead of the use of that word, are also common. In more advanced stages, stuttering, repetition of ideas and questions, and difficulties forming simple sentences become frequent [7].

In the Interspeech 2020 ADReSS challenge [8], numerous teams proposed different approaches to detect AD and automatically predict mini-mental status evaluation (MMSE)\(^2\) in a dataset containing speech and manual transcriptions from 78 AD patients and 78 sex and age-matched controls. Whereas some of the participant teams focused on using either speech or linguistic approaches, the results from several teams indicate that approaches containing a combination of different linguistic aspects and, in some cases, acoustic aspects lead to better results [9, 10, 11, 12, 13], providing detection accuracy over 75% in the evaluation subset. Some authors employed term frequency–inverse document frequency (TF-IDF) features such as grammatical dependency and universal dependency features [9, 14], with different classifiers such as XGBoost or logistic regression. Other authors used a transformer-based pre-trained language model (LM) based on bidirectional encoder representations from transformers (BERT) [10, 15, 16, 14, 17, 13, 18], and other neural network approaches such as bi-directional Hierarchical Attention Networks [11] or Transformer XL [13]. All of the linguistic approaches used the manual transcriptions provided by the challenge organizers, and none of them analyzed the use of any automatic speech recognition (ASR) system to obtain transcriptions using audio in the detection or regression tasks.

Approaches using acoustic modeling involved the use of x-vectors [10, 17], i-vectors [17], bag of audio words [11], spectral and cepstral features with different classifier backends [9, 16, 11], acoustic features obtained with OpenSMILE [8, 19, 20, 13], and VGGish [13, 18] with heterogeneous results that, in general, did not outperform linguistic approaches.

In this study, we propose the use of several acoustic and linguistic models to detect and assess AD for the Interspeech 2021 ADReSS\(^\_\)\(^\_\)\(^\_\) challenge [21]. The main difference from the 2020

\(^{1}\)The possessive form has been deliberately removed in this article, following the World Health Organization and the US National Institutes of Health recommendations [1].

\(^{2}\)MMSE ranges between 0 and 30 and is used to assess the dementia status of patients, being values higher than 24 considered as normal cognition.
challenge is that the manual transcriptions of the audio recordings were not included in the dataset. Thus, we employed ASR systems with adapted LMs, and commercial ASR platforms to obtain transcriptions from the audio and used linguistic models using the obtained text. At the same time, we employed acoustic models using several acoustic representations derived from state-of-the-art speaker and speech recognition technologies as well as prosodic features to detect and assess AD automatically.

The code of the experiments is being shared by the authors of this paper.

2. The ADReSS challenge

In this paper, we addressed two of the three tasks proposed by the challenge organizers:

- **AD detection task** - automatic differentiation between participants with and without AD using a short speech session.
- **MMSE prediction task** - automatic prediction of the participant’s MMSE using the same dataset of the AD detection task.

2.1. The Dementia Bank-ADReSS, 2021 dataset

The ADReSS challenge dataset, described in [21], contains the diagnosis dataset with speech from speakers with and without AD. The recordings include a picture description, employed for AD detection and MMSE regression tasks. In most cases, these recordings consist of a participant’s interaction with one investigator under several recording conditions with different types of background noise. The dataset is divided into training and evaluation subsets. The training subset contains 87 recordings from speakers with AD and 79 from control subjects and the evaluation subset, a total of 71 recordings.

3. Methods

In this study, we analyzed multiple acoustic and linguistic modeling approaches to carry out the automatic AD detection and MMSE prediction tasks proposed in Section 2. Then, we performed a score-level fusion of these approaches to obtain new predictions, as indicated in the following sections. There were two types of experiments:

- **Cross-validation**: performed by training and testing with the training subset, using a 10-fold scheme where class distributions were consistent over the folds.
- **Evaluation**: obtained by testing the models trained on the training subset with the evaluation subset. For each separate approach, we propagated the evaluation subset through an ensemble classifier that averages the scores from the 10 cross-validation models.

3.1. Acoustic modeling

We used several types of acoustic modeling to characterize the speech from the dataset and represent the speakers' articulatory, prosodic and phonatory traits. On the one hand, we used an end-to-end classifier by fine-tuning an x-vector model [22]. On the other hand, we extracted different types of embeddings and acoustic features from available libraries as input to logistic regression and XGBoost classifiers.

3.1.1. x-vectors

An x-vector model is a deep neural network that generates one single vector (embedding) per recording, characterizing the full signal. Although the technique is considered the current state-of-the-art for speaker recognition, several studies suggest that these embeddings also contain information related to emotion, speaking rate, gender [23, 24] and can be used to characterize the influence of neurological diseases, such as Parkinson disease on speech [25]. The x-vector architecture considered in this study is the same as the employed in [26], and contained three main parts: an encoder network to extract frame-level representation from Mel-frequency cepstral coefficient (MFCC), a global temporal pooling layer to produce the embedding (x-vector), and a feed-forward classification network to produce speaker class posteriors. For the encoder, we used a ResNet-34 [27] structure consisting of a sequence of 2D convolutional layers with residual connections between them. The pooling network comprises a multi-head attention layer and operates on the ResNet output. Different heads are designed to capture different speech aspects of the input signal. We concatenated the attention heads output and pass it through a fully connected layer whose output is passed through an utterance-level classifier to obtain model decision.

We pre-trained this model for speaker recognition using VoxCeleb1, VoxCeleb2, NIST SRE4-10, and Switchboard datasets similarly as in [10]. Then, we replaced the last part of the model, the fully connected layer, to detect AD using softmax in the output or provide MMSE values using linear activation in the output depending on the task, and retrained the whole model. Additionally, we trained a second model in the same way but with noise and music augmentation (x-vectors augm), as indicated in [26] to obtain more robust representations. Both types of models (x-vectors and x-vectors augm) were trained considering two different frame-lengths: 25 and 250 ms. We note that as x-vector models were pre-trained for speaker classification, our models could perform well on AD detection using attributes related to speaker classification instead of using AD characteristics. By evaluating on unseen subjects, however, we made sure that our model’s performance is reflective of its ability to capture AD characteristics.

3.1.2. Embeddings and prosody features

Encoder-decoder ASR embeddings. We computed embeddings using the encoder of an encoder-decoder ASR system included in the SpeechBrain library [28]. We used an acoustic model trained on LibriSpeech [29], that consists of an encoder with convolutional recurrent deep neural networks (CRDNN) architecture followed by a bidirectional LSTM and a fully connected layer to obtain the acoustic representation that we call as “encoder-decoder ASR embeddings” (SB Enc/Dec).

Prosody features. Previous studies have found that temporal features of AD patients differ from those of controls as the patients tend to have more silent pauses than controls [7]. We used DigiPsychProsody to compute prosody features. These included total speech time, total pause time, percentage pause time, speech pause time, mean pause duration, and pause variability. These features are computed using 3 different intensities of the WebRTC Voice Activity Detector. We obtained these features: (1) for the entire conversation recordings (2) per speaker – investigator and patient. In this last case, we used the

---

https://github.com/sonal-ssj/ADReSSo

https://github.com/NeuroLexDiagnostics/DigiPsych

https://github.com/wiseman/py-webrtcvad
segmentation files given by the organizers to separate speech for each speaker. When we used segmentation, we concatenated the prosody features obtained from investigator and patient.

**VGGish features.** VGGish is a feature embedding front-end for audio classification models that has provided good results in AD detection [13, 18]. We used a pre-trained model trained using the AudioSet dataset [30].

**eGeMAPS Features.** The extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) features are a selected standardized set of statistical features that characterize affective physiological changes in voice production. We extracted these features for the entire recording as we expect them to capture overall speaker characteristics.

**Embeddings and prosody features classification.** The features vectors obtained with SpeechBrain, the prosody features extractor, VGGish and eGeMAPS were employed to carry out the different challenge tasks in combination with logistic regression and XGBoost classifiers. All possible combinations of representations and classifiers were evaluated in cross-validation.

### 3.2. Linguistic modeling

#### 3.2.1. Automatic speech recognition

Since the challenge data does not include human-annotated transcripts, we used ASR models to transcribe the recordings. As the recordings contain conversational speech and has noticeable noise and reverberation — with the microphones often being located far from speakers — we used a pre-trained ASpIRE recipe model in Kaldi [31]. ASpIRE was a far-field speech recognition challenge held by IARPA, and the model in the recipe is trained on the English portion of the Fisher corpus [32], which is conversational speech, with data augmentation through room impulse response convolution and background noise [33]. This model is denoted as ASR 1 in our experiments.

Then, to improve the transcription quality, we interpolated the ASpIRE LM with an LM trained on automatic transcripts of the target domain (training subset of ADReSS, 2021) obtained with ASR 1. This interpolated model will provide more likelihood to frequent words of the target domain, leading to a lower word error rate. This system is denoted as ASR 2.

Lastly, to obtain other automatic transcripts from ASR systems trained on more varied acoustic data and possibly cover multiple linguistic domains, we employed two commercially available ASR systems: Amazon Web Services (AWS) and the Otter.ai ASR models denoted as ASR 3 and ASR 4, respectively. Since challenge data does not have manual transcriptions, we could not compare how different ASRs perform in regard to word error rate (WER) on the data.

#### 3.2.2. BERT language model

We modeled the linguistic-phonological manifestations of AD using a pre-trained LM, BERT [34], on the automatic transcriptions of the speech recordings. BERT has provided state-of-the-art performances in multiple applications such as question answering, natural language inference, sentence, and word prediction, sentiment prediction, among many others [35]. After fine-tuning BERT, the transformer-based model can be used to model language context, flow, and complexity in the tasks of interest of this study [10]. In similar lines, previous works have shown promising results in other tasks such as depression detection [36] and sentiment analysis [37].

The BERT architecture consists of self-attention layers and feed-forward layers, similar to transformer encoder layers. The inputs of the model were tokens from the automatic transcript using WordPiece tokenizer [38]. The input token sequence was processed through the multiple encoder layers until the penultimate layer to obtain embeddings for each token. Then, the sequence of token embeddings was pooled to pass through a last linear layer to obtain the final prediction. In our case, we used a pre-trained BERT model and adapted it to our tasks (AD detection and MMSE prediction) in the following manner:

- We replaced the last layer of the model with a task-specific layer: a linear layer having two outputs with a softmax activation function for AD detection or a linear layer having one output with a linear activation function for MMSE prediction.
- We fine-tuned the entire pre-trained model using our data to minimize the cross-entropy loss for AD detection or mean square error for MMSE prediction.

For each iteration of the cross-validation experiments, 8 folds from the training subset were employed for BERT fine-tuning, 1 fold for early stopping, and the remaining fold for testing. We fine-tuned the models for up to 5 epochs.

#### 3.3. Model fusion

We explored model fusion by using the output scores of the models as the inputs of a logistic regression classifier to obtain a final prediction (detection or MMSE prediction). We first obtained fused models by combining the acoustic models. Then, we combined the best acoustic model and the best linguistic model. As for linguistic modeling, we used just BERT with different ASR transcriptions. Finally, we combined the best fused acoustic model with the best linguistic model, i.e., we first fused several acoustic models, and the resulting scores were fused with those from BERT.

### 4. Results and discussion

**Acoustic models.** Table 1 contains the results of the different acoustic models for the detection and MMSE prediction using logistic regression as a classifier. Detection results are reported using accuracy (%) and MMSE prediction results, using root mean square error (RMSE).

Results in the first block of Table 1 indicate that all of the acoustic features provide some differentiation between classes. SB Enc/Dec embeddings with logistic regression and x-vectors model with 250 ms frame-length provide the best cross-validation results for AD detection, whereas SB Enc/Dec embeddings and eGeMAPS provide the best RMSE values for MMSE prediction. Prosody features related to pause times and pause vs. speech ratios characterize the loss of verbal fluency, which is associated with AD [7] and, whereas these provide only 61% accuracy, the results suggest that these help to automatically differentiate between speakers with and without AD.

**Linguistic models.** The second block in Table 1 includes the accuracy and RMSE results of four BERT models fine-tuned with automatic transcriptions obtained with four ASR systems. The best detection result is obtained from the one fine-tuned with the automatic transcriptions from ASR 3, and best MMSE prediction with ASR 4, both of which are based on commercially available ASR systems. These results suggest that transcription errors lead to worse prediction and detection results.

---


7https://kaldi-asr.org/models/m1

8We also used other classifiers like XGBoost, however, since logistic regression outperformed other classifiers, due to space constraints, we have included results for only logistic regression.
incidence with the findings of past work [10] that suggests that acoustic and linguistic approaches can have complementary in-

cross-validation. One possible reason can be the use of ensem-

correlation, F1-score, and accuracy for detection, and RMSE in the

the trend of the results is similar to those in the cross-validation. Notably, the linguistic approach employing the ASR 3 transcription and its fusion with acoustic approaches provide the best results in terms of accuracy. However, in the evaluation result, the linguistic approach employing the ASR 4 transcriptions provides the best MMSE prediction. In gen-

evaluation results are better than those obtained using cross-validation. One possible reason can be the use of ensemble models, built with the 10 cross-validation models for each of the submitted approach for evaluation, prevents overfitting.

using linguistic approaches. Whereas in our previous work [10], linguistic models trained with manual transcriptions always out-

Score-level fusion. Results of score fusion are included in the third block of Table 1. All of these values are reported using log-

Evaluation results. Following the challenge rules, we submit-

5. Conclusions and future work

In this study, we have analyzed the use of acoustic and linguistic approaches for the automatic detection of AD and MMSE pre-

Table 1: Best AD detection accuracy (%) and MMSE prediction RMSE using acoustic (top), linguistic (middle), and fusion (bottom) modeling during cross-validation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Detection accuracy (%)</th>
<th>MMSE RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acoustic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>x-vectors</td>
<td>69.3</td>
<td>7.18</td>
</tr>
<tr>
<td>x-vectors (250 ms)</td>
<td>71.1</td>
<td>6.97</td>
</tr>
<tr>
<td>x-vectors augm</td>
<td>58.4</td>
<td>6.92</td>
</tr>
<tr>
<td>x-vectors augm (250 ms)</td>
<td>63.9</td>
<td>7.01</td>
</tr>
<tr>
<td>VGGish</td>
<td>60.8</td>
<td>6.92</td>
</tr>
<tr>
<td>SB Enc/Dec</td>
<td>71.7</td>
<td>6.44</td>
</tr>
<tr>
<td>Prosody (20 ms)</td>
<td>60.8</td>
<td>6.94</td>
</tr>
<tr>
<td>Prosody (30 ms)</td>
<td>59.0</td>
<td>6.89</td>
</tr>
<tr>
<td>Prosody per speaker (20 ms)</td>
<td>61.5</td>
<td>6.96</td>
</tr>
<tr>
<td>Prosody per speaker (30 ms)</td>
<td>61.5</td>
<td>7.05</td>
</tr>
<tr>
<td>eGeMAPS</td>
<td>63.3</td>
<td>6.76</td>
</tr>
<tr>
<td>Linguistic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT (ASR 1)</td>
<td>63.1</td>
<td>6.74</td>
</tr>
<tr>
<td>BERT (ASR 2)</td>
<td>69.5</td>
<td>5.90</td>
</tr>
<tr>
<td>BERT (ASR 3)</td>
<td>76.1</td>
<td>5.44</td>
</tr>
<tr>
<td>BERT (ASR 4)</td>
<td>73.3</td>
<td>5.39</td>
</tr>
<tr>
<td>All acoustic models</td>
<td>69.9</td>
<td>6.74</td>
</tr>
<tr>
<td>x-vector (250 ms), SB Enc/Dec</td>
<td>72.3</td>
<td>6.55</td>
</tr>
<tr>
<td>x-vector, x-vector (250 ms), SB Enc/Dec</td>
<td>73.5</td>
<td>6.60</td>
</tr>
<tr>
<td>x-vector, x-vector (250 ms), SB Enc/Dec, Prosody (20 ms)</td>
<td>72.9</td>
<td>6.76</td>
</tr>
<tr>
<td>BERT (ASR 3), x-vector, x-vector (250 ms), SB Enc/Dec</td>
<td>81.3</td>
<td>5.23</td>
</tr>
</tbody>
</table>

Table 2: ADReSS, challenge evaluation results for the detection and prediction tasks. Best results are marked in bold. Ac. fusion refers to the fusion of scores from acoustic models x-vector, x-vector (250 ms) and SB Enc/Dec. Global fusion refers to the fusion of Ac. fusion scores with BERT (ASR 3) scores. Following the challenge rules, 5 models were submitted for evaluation of detection, and other 5 models for prediction tasks. * indicates that the system was not submitted for evaluation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Detection accuracy (%)</th>
<th>MMSE RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline CC</td>
<td>0.78/0.80</td>
<td>0.78</td>
</tr>
<tr>
<td>[21] AD</td>
<td>0.80/0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>SB CC</td>
<td>0.72/0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>Enc/Dec AD</td>
<td>0.71/0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>Ac. fusion AD</td>
<td>0.75/0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>BERT CC</td>
<td>0.92/0.77</td>
<td>0.84</td>
</tr>
<tr>
<td>(ASR 2) AD</td>
<td>0.71/0.89</td>
<td>0.79</td>
</tr>
<tr>
<td>BERT CC</td>
<td>0.94/0.79</td>
<td>0.86</td>
</tr>
<tr>
<td>(ASR 3) AD</td>
<td>0.74/0.92</td>
<td>0.83</td>
</tr>
<tr>
<td>BERT CC</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>(ASR 4) AD</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Global CC</td>
<td>0.94/0.79</td>
<td>0.86</td>
</tr>
<tr>
<td>fusion AD</td>
<td>0.74/0.92</td>
<td>0.83</td>
</tr>
</tbody>
</table>

In future work, we will evaluate the use of several iterations of LM interpolation to adapt and refine the ASR to the target domain. We will also explore multi-modal approaches in which the classifier uses aligned linguistic and acoustic information in order to extract more precise cues and exploit the bi-modal complementarity.
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Abstract

Alzheimer’s Disease (AD) results from the progressive loss of neurons in the hippocampus, which affects the capability to produce coherent language. It affects lexical, grammatical, and semantic processes as well as speech fluency. This paper considers the analyses of speech and language for the assessment of AD in the context of the Alzheimer’s Dementia Recognition through Spontaneous Speech (ADReSSo) 2021 challenge. We propose to extract acoustic features such as X-vectors, prosody, and emotional embeddings as well as linguistic features such as perplexity, and word-embeddings. The data consist of speech recordings from AD patients and healthy controls. The transcriptions are obtained using a commercial automatic speech recognition system. We outperform baseline results on the test set, both for the classification and the Mini-Mental State Examination (MMSE) prediction. We achieved a classification accuracy of 80% and an RMSE of 4.56 in the regression. Additionally, we found strong evidence for the influence of the interviewer on classification results. In cross-validation on the training set, we get classification results of 85% accuracy using the combined speech of the interviewer and the participant. Using interviewer speech only we still get an accuracy of 78%. Thus, we provide strong evidence for interviewer influence on classification results.

Index Terms: Alzheimer’s Disease, Speech Analysis, Natural Language Processing, Speaker Modeling, Emotional Modeling

1. Introduction

Alzheimer’s Disease (AD) is the most prevalent neurodegenerative disease and the most common form of dementia [1]. It is characterized by progressive dementia, neurological degeneration, and death of brain cells. AD symptoms include memory, behavioral, and psychological impairments. The deterioration of cognitive functions also leads to communication deficits, i.e., the capability to produce coherent language [2]. Abnormalities in language production of AD patients are caused by the difficulty to access semantic information intentionally, which affects speech fluency [3]. A standard scale to evaluate the cognitive function of AD patients is the Mini-Mental State Examination (MMSE) [4]. It is a 30-point scale that accounts for language production, immediate memory, naming, and spatial attention. Scores of over 24 indicate normal cognition.

In last year’s Alzheimer’s Dementia Recognition through Spontaneous Speech (ADReSS) challenge a dataset comprised of recordings from the Dementia Bank was provided [5]. The challenge included two tasks: classification of dementia and prediction of the MMSE score. In [6], the authors used Term Frequency-Inverse Document Frequency (TF-IDF) and Mel Frequency Cepstral Coefficients (MFCCs). Their best results on the test set were achieved using late fusion, leading to an accuracy of 77.8% for the classification task and a Root Mean Square Error (RMSE) of 4.44 for the prediction task. A fine-tuning of Bidirectional Encoder Representations from Transformers (BERT) embeddings was performed by [7]. Achieving an accuracy of 83% in the classification task and an RMSE of 4.56 on the test set. The use of state-of-the-art speaker recognition (X-vectors) and word-embeddings (BERT) techniques were employed in [8]. 81% accuracy on the test set was obtained by combining both embeddings. In [9], classical speech paralinguistics features, as well as acoustic and BERT embeddings, achieved accuracies of up to 85% using linguistic and 76% using speech features. For the prediction task linguistic features obtained an RMSE of 4.30, while using speech features achieved an RMSE of 5.92.

Dementia Bank [10] provides a publicly available dataset with recordings from AD patients and Healthy Control (HC) subjects. It has led to a large body of prior work. An n-gram based approach combined with recurrent cells to classify AD patients and HC subjects was proposed in [11]. Fraser et al. use a correlation-based feature ranking technique to select from language, psycho-linguistic, and acoustic features such as energy, periodicity, and vocabulary richness [12].

Research on automatic assessment of AD utilizing data outside of dementia bank can be found in [13] where the authors used an Automatic Speech Recognition (ASR) system to extract speech features and linguistic features from transcripts to discriminate between AD patients and HC subjects as well as people suffering from Mild Cognitive Impairments (MCI). Pérez et al. [14] use articulation, prosody, X-vectors, and state-of-the-art word embeddings to classify genetic and early-onset AD.

Our contributions are:

• Improvement over baseline results for the AD classification and MMSE prediction tasks of the ADReSSo 2021 Challenge [15] using novel emotional embeddings.

• Evaluation of linguistic and acoustic features, as well as
multi-modal fusion-approaches for the classification of AD, using ASR and speaker diarization.

• Providing evidence for the influence of the Interviewer (INV) in the task for automatic assessment of AD

2. Data

The dataset in this work was created by the organizers of the Interspeech ADReSSo 2021 challenge [15]. The dataset consists of 166 recordings (87 AD, 79 HC) for training and 71 for testing. All participants were native English speakers who were asked to describe the cookie theft picture [16]. The recordings are matched for age and gender and have been acoustically enhanced and normalized. In addition to the recordings, speaker segmentation information was provided.

For this study, we obtained transcriptions using a commercial state of the art ASR service. The speech signals were denoised to improve the quality of the recordings using the proposed model in [17].

3. Methods

In this section, we briefly describe the acoustic and linguistic features used in this study. Extraction methods and implementation details can be found in the accompanying repository.

3.1. Acoustic Features

3.1.1. X-vectors

X-vectors are DNN-embeddings that were originally used in speaker recognition and diarization tasks [18, 19]. They have been shown to also work in several paralinguistic tasks such as emotion recognition from speech [20], the detection of Parkinson’s disease [21], and AD [22, 20] describes the influence of emotions on speaker recognition using X-vectors. Their study provides evidence that there is additional information encoded besides speaker information. Their independence of the actual AD training data as well as their robustness to noise and challenging acoustic conditions make X-vectors a good fit for acoustic-only approaches for AD assessment. Another advantage is their ability to map variable-length utterances to fixed-length embeddings.

In our experiments, we use an X-vector system based on a Time Delay Neural Network (TDNN) as proposed in [19]. The TDNN is trained using the Kaldi-toolkit and the VoxCeleb2 corpus [23]. Training and implementation details are described in [19]. The recipe used to train the X-vector system is publicly available.

Training of the X-vector system relies on data augmentation to adapt to difficult acoustic conditions, thus making them robust to noise and other channel effects. X-vectors are extracted for every 1.5s window with a minimal segment size of 0.5s. The embeddings are mean normalized and their length is reduced to 200 dimensions using Linear Discriminant Analysis (LDA).

3.1.2. Prosody

The extracted features are based on speech rates and energy and the Fundamental Frequency (F0) contours, where chunks of 40 ms were taken. The energy contour is computed over the voiced and unvoiced segments. For the F0 only the voiced segments were considered. The tilt and the mean square error were computed from the contours. From these descriptors, six statistical functionals were computed (mean, standard deviation, kurtosis, skewness, minimum, and maximum) per utterance. Additionally, features based on duration measures considering the voiced and unvoiced segments were also considered. A total of 91 descriptors were extracted.

3.1.3. Voice Activity Detection Features

Duration ratios were extracted using an energy-based Voice Activity Detection (VAD) algorithm. The considered features were defined by: (1) number of pauses per second, (2) number of speech segments per second, (3) ratio between the number of speech segments and pauses, (4) six functionals (mean, standard deviation, kurtosis, skewness, minimum, and maximum) for the duration of the speech segments, and (5) the same six functionals for the duration of the pauses.

3.1.4. Pre-trained model based on the PAD emotional model

The “Pleasure, Arousal, and Dominance emotional model” [24] (PAD) leads to represent different emotions in a multidimensional space, where they can be either pleasant-unpleasant (valence), calm-agitated (arousal), or dominant-submissive (dominance). Our approach aims to capture similar aspects related to the emotions, mood, and affective states in AD patients, since the reduced ability of the emotional perception in AD caused by the memory loss may induce the appearance of apathy and depression according to some studies [25, 26]. We trained three models to address three classification problems using the Interactive Emotional Dyadic Motion Capture (IEMOCAP) database [27]: (1) active vs. passive arousal (accuracy=67%), (2) positive vs. negative valence (accuracy=88%), and (3) strong vs. weak dominance (accuracy=80%).

![Figure 1: General architecture of the three pre-trained models based on the PAD emotional model. It consists of four parts: (1) a CNN of 8 filters with a kernel size of (1,3), max pooling (1,2), a batch normalization layer, and a leaky ReLU activation, (2) a self-attention map layer, (3) a Bidirectional GRU (Bi-GRU) of 2 stacked layers with 128 hidden units, a batch normalization layer, and (4) two linear layers with 256 units for the embedding features and 2 units for the classification step.](image-url)

Our proposed model (see Figure 1) consists of a multi-channel input formed by 3 log-Mel spectrograms with different resolutions (16 ms, 25 ms, and 45 ms) and considering sequences of 500 ms. It aims to model different aspects related to articulation and prosody information by combining Convolutional Neural Networks (CNN) and Gated Recurrent Units.
(GRU). The output of the embedding layer is used to extract features (transfer knowledge) for the ADReSSo data, with the assumption that some affective patterns can appear in AD [25, 26].

3.2. Linguistic Features

3.2.1. Word-Embeddings

These methods allow the words in a corpus to be represented as lower-dimensional feature vectors to better model the context. BERT and Efficiently Learning an Encoder that Classifies Token Replacements Accurately (ELECTRA) are based on the encoder part from the “Transformers” method [28] that maps an input sequence into lower dimensional feature vectors. BERT consists of a Masked Language Model (MLM), which predicts a small number of words that have been masked out of the input [29]. These models have the advantage of being bidirectional, which considers the use of the previous and the following words. As opposed to BERT, ELECTRA instead of the MLM, performs a pre-training task called Replaced Token Detection (RTD) [30]. Instead of replacing some words with the token “[Mask]” as in BERT, RTD corrupts some words with generated incorrect words to discriminate between “real” and “fake” input words, similar to adversarial models. We considered BERT-Base and ELECTRA-Base models trained with BooksCorpus and the English Wikipedia. The last layer (768 units) is taken as the word-embedding representation in both methods. The mean of the overall word-embeddings is computed for the classification task, while four functionals (mean, standard deviation, skewness, and kurtosis) are computed for the regression task [31].

3.2.2. Perplexity

Perplexity (PPL) is the inverse probability of the test set, normalized by the number of words. PPL is a measure of how well a Language Model (LM) predicts a sample. For a sequence of words \( W = w_1, w_2, ..., w_N \), perplexity is computed by

\[
PPL(W) = P(w_1w_2...w_N)^{-1/\lambda}
\]

Low perplexity indicates that a text can be well predicted by a LM that was trained on a different text, meaning predictable results are considered to be better than randomness. The cookie theft picture can easily be described by a healthy person. This limited task is expected to lead to a small, closed vocabulary and thus to similar n-grams. This is the case if texts of both training and test data are describing what is in the picture similarly and are coherent. As shown by Wankel et al., AD patients tend to describe the picture in unforeseen ways and divert from the actual task. They stumble frequently and repeat themselves by using different formulations [32]. We, therefore, adopt the n-gram LM-based evaluation of PPL using two LMs, \( M_{\text{diagnosis}} \) and \( M_{\text{control}} \) described in [32]. We acquire two PPL values \( p_{\text{diagnosis}} \) and \( p_{\text{control}} \) as well as their difference \( \text{PPL} = p_{\text{diagnosis}} - p_{\text{control}} \) and use those as features in our experiments.

N-gram LMs can be quickly computed and evaluated for small amounts of training data such as the challenge data. Tools for computing n-grams are included in speech recognition toolkits and readily available. In our experiments, we use the popular SRILM toolkit to compute two Bi-gram LMs, \( M_{\text{diagnosis}} \) and \( M_{\text{control}} \) [33]. We account for out of vocabulary (OOV) words by mapping them to a special token and using Witten-Bell smoothing. The resulting model \( M_{\text{control}} \) has 953 unigrams and 3875 bi-grams whereas the \( M_{\text{diagnosis}} \) model has 906 unigrams and 3548 bi-grams when computed on the training data.

3.3. Optimization, Classification, and Regression

A Radial Basis Function-Support Vector Machine (RBF-SVM) was used as a classifier for the diagnosis task. The optimal parameters of the RBF-SVM were found through a grid search where \( C \in \{10^{-5}, 10^{-4}, ..., 10^4\} \) and \( \gamma \in \{10^{-3}, 10^{-2}, ..., 10^{3}\} \). The regression task for the prediction of the MMSE was performed by using a Linear Regression (LR) model. Other regressors such as linear Support Vector Regression (SVR) and an RBF-SVR, were discarded since the best performance was obtained using LR for our set of features. The validation for all experiments followed a 5-Fold Cross-Validation (CV) strategy using the training set provided by the challenge. For the classification and regression an early fusion strategy was applied by merging sets of features before performing the classification/regression and making the final decision.

4. Experiments and Results

The experiments consider two tasks in the context of the ADReSSo challenge: (1) Classification of AD/HC and (2) the prediction of the MMSE score. The challenge results for both tasks are presented in Table 1. The baseline results were provided by the challenge and were evaluated considering a Leave One Speaker Out (LOSO) - CV strategy and using the test set. For comparison purposes, we used a CV strategy to evaluate our models only using the train/development set since the test labels were not provided. Similar results for classification using linguistics (acc=81.33%) and acoustics (acc=81.13%) were found. However, the performance increases by 5% points using an early fusion strategy combining acoustics and linguistics. For the prediction task linguistics obtain the most accurate results w.r.t. each modality separately (RMSE=5.14, \( \mu=0.68 \)). Besides, the combination of acoustics and linguistics improves the prediction with an RMSE of 4.86 and a \( \rho \) of 0.72. The reported test results were obtained by submitting our best combinations of features to the challenge. The combination of modalities provide higher results for the classification task, while linguistic features are more accurate in the prediction of the MMSE.

Table 2 shows the results for classification considering the complete recordings (participant and INV together), the segmented recordings for the participant only, and the segmented recordings for the INV only. Experiments considering INV-only speech were performed on a subset of 158 samples, as no labeled INV segments were present in 8 of the samples. The segmentation was performed according to the timestamps provided by the challenge. The results are computed following a CV strategy in the train/development set. In general, the most accurate results are obtained using the unsegmented recordings, where the combination of modalities yields an accuracy of 85.54%. Similar results are achieved considering only the participant and only the INV, which may indicate that the INV is influencing the task in order to better interact with the patient.

The prediction results of the MMSE considering the unsegmented and the segmented recordings are shown in Table 3. Although the best performance is obtained by using the unsegmented recordings, the results are close to those obtained only using the participant’s speech. It can indicate that the INV adapts differently to subjects with AD. However, the INV does not seem to directly influence the prediction of the MMSE because she/he cannot intuitively assume the severity of the disease. Unfortunately, the information about how many different INVs were involved is not provided.
Table 1: ADReSSo challenge results for the classification and prediction task. A, V, and D are the arousal, valence, and dominance embeddings. Prosody is represented by P, BERT by B, ELECTRA by E, perplexity by PPL, and X-vectors by Xvec.

<table>
<thead>
<tr>
<th>Features</th>
<th>Classification</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>Acc</td>
</tr>
<tr>
<td>----------</td>
<td>----</td>
<td>-----</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acoustic</td>
<td>0.81</td>
<td>81.13</td>
</tr>
<tr>
<td>Linguistic</td>
<td>PPL + B</td>
<td>0.81</td>
</tr>
<tr>
<td>Fusion</td>
<td>0.86</td>
<td>85.54</td>
</tr>
<tr>
<td>Baseline</td>
<td>Acoustic</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Linguistic</td>
<td>–</td>
</tr>
<tr>
<td>Test</td>
<td>Acoustic</td>
<td>0.67</td>
</tr>
<tr>
<td>Linguistic</td>
<td>PPL + B</td>
<td>0.78</td>
</tr>
<tr>
<td>Fusion</td>
<td>0.80</td>
<td>80.28</td>
</tr>
<tr>
<td>Baseline</td>
<td>Acoustic</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Linguistic</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Late Fusion</td>
<td>0.79</td>
</tr>
</tbody>
</table>


Table 2: Cross-validation classification results on the training set. Using the combined speech of interviewer and participant, and either participant or interviewer speech.

<table>
<thead>
<tr>
<th>Features</th>
<th>Complete Recording</th>
<th>Participant Only Speech</th>
<th>Interviewer Only Speech</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>Acc</td>
<td>Sens</td>
</tr>
<tr>
<td>Acoustic</td>
<td>P + Xvec + V + D</td>
<td>0.81</td>
<td>81.13</td>
</tr>
<tr>
<td>Linguistic</td>
<td>PPL + B</td>
<td>0.81</td>
<td>81.33</td>
</tr>
<tr>
<td>Fusion</td>
<td>P + A + D + B</td>
<td>0.86</td>
<td>85.54</td>
</tr>
</tbody>
</table>

Table 3: Cross-validation MMSE results on the training set. Using the combined speech of interviewer and participant, and either participant or interviewer speech.

<table>
<thead>
<tr>
<th>Features</th>
<th>RMSE</th>
<th>ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete Recording</td>
<td>Acoustic</td>
<td>P + Xvec + V + D</td>
</tr>
<tr>
<td>Linguistic</td>
<td>PPL + B</td>
<td>5.16</td>
</tr>
<tr>
<td>Fusion</td>
<td>P + Xvec + V + D + B + E</td>
<td>4.86</td>
</tr>
<tr>
<td>Participant Only Speech</td>
<td>Acoustic</td>
<td>VAD + P + Xvec + A + V</td>
</tr>
<tr>
<td>Linguistic</td>
<td>E</td>
<td>5.14</td>
</tr>
<tr>
<td>Fusion</td>
<td>VAD + Xvec + V + E</td>
<td>4.87</td>
</tr>
<tr>
<td>Interviewer Only Speech</td>
<td>Acoustic</td>
<td>VAD + Xvec + D</td>
</tr>
<tr>
<td>Linguistic</td>
<td>PPL</td>
<td>10.89</td>
</tr>
<tr>
<td>Fusion</td>
<td>Xvec + V + D + B</td>
<td>5.65</td>
</tr>
</tbody>
</table>

5. Discussion and Conclusions

This study proposed and experimentally evaluated a methodology for the automatic assessment and classification of AD. Our method leverages ASR and a combination of classical as well as state-of-the-art speaker- and word-embeddings in multimodal classification and regression models. While we could show that we can improve over the baseline on both the cross-validation and the test set (see Table 1), we do not consider these as the main findings of our study.

To us, the main finding of our study is evidence of the influence of the INV on the results of the classification task. We observed that classification results improved whenever the speech of the INV is involved. At the same time not hurting the performance in the MMSE prediction and by itself still getting very close to baseline results using INV speech only. This may happen since INVs intuitively adapt their behavior to better communicate/interact with the AD patient. Some studies reveal that therapists, physicians, health care providers, and caregivers use different interaction strategies to enhance communication [34, 35, 36]. However, in the case of the data provided, we do not know whether the INV knows about the participant’s condition beforehand. A variable of INV behavior is the number of interactions (INV labeled segments) and their duration per sample. We performed a Kruskal-Wallis (p ≪ 0.05) test to compare the INV duration and the number of INV labeled segments between HCs and AD patients. This leads to the rejection of the null-hypothesis in both cases, i.e., the behavior of the INV is distinctly different when talking to either an HC or an AD patient.

It is important to be mindful w.r.t. the results and to further investigate our observation. The best result in the CV for INV-only speech could be achieved using acoustic features only. This implies that there might be something in the acoustic conditions that adds a bias to the dataset. This could mean that we in part classify acoustic conditions rather than AD.

We suggest further research into two directions. Checking the dataset for inherent bias in acoustic conditions, while at the same time exploring other features, fusion techniques, and data modeling methods. To check the validity of the proposed methods, other datasets need to be used.

6. Acknowledgements

This work was funded by the European Union’s Horizon 2020 research and innovation programme under Marie Skłodowska-Curie grant agreement No. 766287, and partially funded by the project PI 2019-24110 from University of Antioquia. Tomás Arias-Vergara is under grants of Convocatoria Doctorado Nacional-785 financed by COLCIENCIAS. Sebastian Bayerl is supported by the Bayerisches Wissenschaftsförmar (BayWISS). Additionally, we thank the company Pratech Group S.A.S. for their support in the development of this study.
7. References


Alzheimer’s Disease Detection from Spontaneous Speech through Combining Linguistic Complexity and (Dis)Fluency Features with Pretrained Language Models

Yu Qiao1, Xuefeng Yin1, Daniel Wiechmann2, Elma Kerz1

1RWTH Aachen University, Germany
2University of Amsterdam, Netherlands

yu.qiao@rwth-aachen.de, xuefeng.yin@rwth-aachen.de, d.wiechmann@uva.nl, elma.kerz@ifaar.rwth-aachen.de

Abstract

In this paper, we combined linguistic complexity and (dis)fluency features with pretrained language models for the task of Alzheimer’s disease detection of the 2021 ADReSSo (Alzheimer’s Dementia Recognition through Spontaneous Speech) challenge. An accuracy of 83.1% was achieved on the test set, which amounts to an improvement of 4.23% over the baseline model. Our best-performing model that integrated component models using a stacking ensemble technique performed equally well on cross-validation and test data, indicating that it is robust against overfitting.

Index Terms: Alzheimer’s disease, disfluency, pretrained language models, automated Alzheimer’s disease detection, linguistic complexity

1. Introduction

Alzheimer’s disease (AD) is a gradual and progressive neurodegenerative disease caused by neuronal cell death [1]. The number of people diagnosed with AD is rapidly increasing. The high prevalence of the disease and the high costs associated with traditional approaches to detection make research on automatic detection of AD critical [2]. A growing body of research has demonstrated that quantifiable indicators of cognitive decline associated with AD are detectable in spontaneous speech (see [3] for a recent review). These indicators encompass acoustic features, such as vocalisation features (i.e. speech-silence patterns) [4], paralinguistic features, such as fluency features [5] and speech pause distributions [6], as well as syntactic and lexical features extracted from speech transcripts [7].

This area of research has benefited from recent advances in natural language processing and machine learning, as well as an increasing number of interdisciplinary research collaborations. A prime example of this is the ADReSSo (Alzheimer’s Dementia Recognition through Spontaneous Speech) Challenge, aimed at generating systematic evidence for the use of such indicators in automated AD detection systems and towards their clinical implementation. This challenge has made significant contributions to research on AD detection by enabling the research community to test their existing methods, develop novel approaches and to benchmark their AD detection systems on a shared dataset. The ADReSSo Challenge at INTERSPEECH 2021 [8] is geared towards automatic recognition of AD from spontaneous speech and involved three subtasks. Here in this paper, we focus on the AD classification subtask, for which research teams were asked to build a model to predict the label (AD or non-AD) for a short speech session. Participating teams could use the speech signal directly and extract acoustic features or automatically convert the speech to text (ASR) and extract linguistic features from this ASR-generated transcript.

1.1. Related work

In this section, we provide a concise review of research on automatic AD detection through speech, with particular attention to previous studies conducted as part of the 2020 ADReSS Challenge. The AD classification approaches in this challenge relied on a wide range of acoustic, paralinguistic, and linguistic features or their combination. Classification accuracy scores of the proposed models ranged between 68% and 89.6%. While some approaches either focused on acoustic or linguistic features, the best performing contributions in the 2020 challenge embraced a multi-modal approach combining several types of features (e.g. [9][10][11]). Furthermore, building on earlier work reporting on the effectiveness of the use of word embeddings in AD detection ([12][13]), several approaches successfully employed pretrained language models (e.g. [9][10][11]). Another important issue addressed in several studies concerned how to deal with variance in the predictive performance of pretrained models resulting from fine-tuning for downstream tasks with a small data set. In response to this issue, the authors of the best performing model [9] introduced an ensemble method to increase the robustness of their approach. In response to this issue, the best performing paper of the 2020 challenge [9] introduced an ensemble approach to increase the robustness of their models. Finally, it is important to note that some of the high-performing models in last year’s challenge – including the best model described in [9] – used rich manual transcription that included pause and disfluency annotation. Such transcripts were not provided in the 2021 challenge, making it more demanding compared to last year’s challenge.

1.2. Modeling approach

The modeling approach presented in this paper builds on key insights reported in the studies reviewed above and extends on these (1) by integrating linguistic indicators of linguistic complexity and sophistication, features of (dis)fluency and transformer-based pretrained language models and (2) by utilizing ensembling methods to combine the information from these feature groups and to reduce the variance in model predictions. Specifically, we perform experiments with classification based on three ensembling techniques: Ensembling by bagging via majority vote, ensembling by bagging using feature fusion, and ensembling by stacking.
2. Data and analysis

2.1. Data

The Alzheimer’s Disease Detection dataset provided by the organizers of the ADReSSo Challenge 2021 consists of speech recordings of picture descriptions from the Boston Diagnostic Aphasia Exam produced by 87 individuals with an AD diagnosis and 79 cognitively normal subjects (control group). The recordings were acoustically enhanced (noise reduction through spectral subtraction) and normalised. The data were also balanced with respect to age and gender. The organizers also provided segmentations of the recordings into vocalisation sequences with speaker identifiers. No transcripts were provided.

2.2. Speech Recognition

We used AppTek’s Automatic Speech Recognition technology via a cloud API service2 for automatically transcribing the audio files. The transcripts were converted from XML into raw text formats with full stops being added at the end of each utterance based on the provided segmentations. These files served as the input for the automated text analysis (see Section 2.4).

2.3. (Dis)fluency

To model the speakers’ articulatory (in particular (dis)fluency-related) characteristics, we derived several features from the ASR system that fall into four classes. (1) Silent pauses - The ASR output contained the start- and end-times as well as confidence score for each recognized word. Durations of pauses were calculated from forced alignment and binned by duration into short pauses (< 2 sec) and long pauses (> 2 sec). In addition, we calculated the total pause duration per sentence (in seconds). (2) Speed of articulation - We enriched the output of the ASR with syllable counts from the Carnegie Mellon University Pronouncing Dictionary3. Based on this information we assessed the mean syllable duration as well as syllables per minute for each utterance in the speech data. (3) Filled pauses - Next to the number and total duration of silent pauses, we derived frequency counts per sentence for two filled pause type, uh and um, that had been shown to discriminate between AD patients and controls in previous studies [9]. (4) Pronunciation - As the known symptoms of AD patients include mispronunciation [14], we calculated average word level confidence scores as a proxy of pronunciation quality, which have been employed for the speech pattern detection in the context of detection of Alzheimer’s Disease [15]. All measures were calculated at utterance level. An overview of these measures with descriptive statistics for both groups is presented in Table 1.

2.4. Automated Text Analysis (ATA)

The speech transcripts were automatically analyzed using CoCoGen (short for: Complexity Contour Generator), a computational tool that implements a sliding window technique to calculate within-text distributions of scores for a given language feature (for current applications of the tool in the context of text classification, see [16, 17, 18]). In this paper, we employed a total of 293 features derived from interdisciplinary, integrated approaches to language [19] that fall into four categories: (1) measures of syntactic complexity, (2) measures of lexical richness, (3) register-based n-gram frequency measures, and (4) information-theoretic measures. In contrast to the standard approach implemented in other software for automated text analysis that relies on aggregate scores representing the average value of a feature in a text, the sliding-window approach employed in CoCoGen tracks the distribution of the feature scores within a text. A sliding window can be conceived of as a window of size $w_s$, which is defined by the number of sentences it contains. The window is moved across a text sentence-by-sentence, computing one value per window for a given indicator. In the present study, the $w_s$ was set to 1. The series of measurements generated by CoCoGen captures the progression of language performance within a text for a given indicator and is referred here to as a ‘complexity contour’ (see Figure 1 for illustration). CoCoGen uses the Stanford CoreNLP suite [20] for performing tokenization, sentence splitting, part-of-speech tagging, lemmatization and syntactic parsing (Probabilistic Context Free Grammar Parser [21]).

Table 1: Descriptive statistics of (dis)fluency measures

<table>
<thead>
<tr>
<th>(Dis)fluency measure</th>
<th>AD patients</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of articulation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean syllable duration</td>
<td>0.28 ± 0.05</td>
<td>0.26 ± 0.03</td>
</tr>
<tr>
<td>Syllables per minute</td>
<td>205 ± 45.7</td>
<td>224 ± 35.7</td>
</tr>
<tr>
<td>Silent pauses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pause time per sentence (in sec)</td>
<td>0.92 ± 0.89</td>
<td>0.63 ± 0.49</td>
</tr>
<tr>
<td>N long pauses (&gt; 2 sec)</td>
<td>1.28 ± 2.22</td>
<td>0.473 ± 0.71</td>
</tr>
<tr>
<td>N short pauses (&lt; 2 sec)</td>
<td>13.2 ± 9.28</td>
<td>15.4 ± 11.7</td>
</tr>
<tr>
<td>Filled pauses</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N uh</td>
<td>0.29 ± 0.88</td>
<td>0.24 ± 0.54</td>
</tr>
<tr>
<td>N um</td>
<td>0.07 ± 0.37</td>
<td>0.31 ± 0.74</td>
</tr>
<tr>
<td>Pronunciation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean ASR confidence</td>
<td>0.83 ± 0.09</td>
<td>0.86 ± 0.08</td>
</tr>
</tbody>
</table>

Figure 1: Schematic representation of ‘complexity contours’ for two out of 293 complexity measures (CM) investigated: CTRR (Corrected Type Token Ratio) and Dependent Clauses per TU-nit. Centering/scaling was applied here only for purposes of illustration.

2.5. Pretrained Language Models

Since their inception, transformer-based pretrained language models such as BERT [22] and ERNIE [23] have achieved state-of-the-art performance in various classification tasks. The results of previous research demonstrate that the language characteristics of AD too can be captured by pretrained language models fine-tuned to the task of AD classification (see above). In this paper, pretrained BERT and ERNIE models were fine-tuned for the AD classification task and combined with classifiers trained on complexity and (dis)fluency features (see Section 3). Each of the 161 speakers in the training data is considered as a data point. The input of the model consists of all the text sequences of each speaker obtained by the ASR system, and the output is the class of the corresponding speaker, 0 for Control and 1 for AD.

---

2. https://www.apptek.com/
3. http://www.speech.cs.cmu.edu/cgi-bin/cmudict

---
3. Experimental Setup

In this section we describe the component models used in our approach and how they were combined. To assess the performance of each model, 5-fold cross validation was used.

3.1. CNN Complexity + (Dis)Fluency Models

In order to make optimal use of the complexity and (dis)fluency features, which are sequential in nature, we built convolutional neural network (CNN) models. Originally proposed in computer vision, CNNs have been successfully adapted to various NLP tasks [24] and sentence classification tasks [25][26][27]. The CNN model has the advantage over models that rely on aggregated features, e.g. mean feature values, in that it is capable of capturing patterns in a feature sequence. We followed the approach proposed by [26], but replaced the word embedding with the concatenation of complexity and (dis)fluency features. Due to the small size of the dataset, we set the size of filters to be $2 \times d, 3 \times d, 4 \times d$ where $d$ is the input feature dimension. Eight filters were used for each of the three filter types.

3.2. Fine-tuned BERT and ERNIE Models

The Huggingface Transformers library [28] was adopted for fine-tuning pretrained language models. Bert-for-Sequence-Classification was used and initialized with ‘bert-base-uncased’ and ‘nghuyong/ernie-2.0-en’ as our pretrained BERT and ERNIE model, respectively. In both cases, the base model was used rather than the large one, as preliminary experiments revealed no reliable differences in terms of classification accuracy between the two models on our dataset. Both models consists of 12 Transformer layers with hidden size 768 and 12 attention heads. The following hyperparameters were used for fine-tuning: the learning rate was set to $2 \times 10^{-5}$ with 50 warmup steps and $l_2$ regularization set to 0.1. The maximum sequence length for both models was set to 256. For both models, default tokenizers were used.

3.3. Use of Ensembling Methods

Previous research on predicting AD using pretrained language models has demonstrated that their predictions based on fine-tuning for downstream tasks with a small dataset tend to be brittle and subject to high variance. To reduce this variance, we used an adapted version of the ensembling approach proposed in [9]: Each of the models described above was trained 50 times ($N = 50$). During the prediction phase, each model instance independently generated a prediction. The final classification decision was then determined by hard-voting, i.e. each model contributed its class prediction as a vote and the class that receives the majority of the votes was returned by the ensemble model. Besides using ensemble methods so as to reduce the variance in the prediction of a model, we also employed them to integrate information from different models. To this end, we performed experiments with two types of ensemble based methods, which are referred to here as **ensembling by bagging** and **ensembling by stacking**. Bagging involves fitting several independent models and pooling their predictions in order to obtain a model with a lower variance, while stacking involves combining the models by training a meta-model to output a prediction based on the different models predictions (see below). In each of the combined models, we used the same hyperparameter settings as stated above.

### 3.3.1. Model A: Ensembling by bagging via majority vote

Ensembling by bagging via majority vote has been shown to be a simple yet effective method to increase the performance of classification models [29][30]. The first classification model (Model A) employed majority voting among 50 CNNs that used complexity and (dis)fluency features and 50 ERNIE models (see Figure 2). That is, as specified above, in this approach, each model was first trained/fine tuned 50 times, meaning that the final classification was based on 100 model instances. The classification in the Model A approach was then determined by counting the votes for each class (AD and controls (CN)) and choosing the more frequent class as the predicted one.

### 3.3.2. Model B: Ensembling by bagging using feature fusion

The second model (Model B) combined a CNN and a ERNIE model, which has previously been shown to perform better than either model alone [31]. Following the approach of [31], we built a model in which complexity and (dis)fluency information was first concatenated at the feature-level and subsequently fed into a CNN (see Figure 3). The hidden vector coming from CNN is then concatenated with the pooled output vector for the [CLS]$^4$ token of Ernie model. The concatenated vector will serve as the input of a feed forward classifier on top of CNN and Ernie. To train this model, we first fine-tune ERNIE model. Then we freeze the parameters of the ERNIE model and jointly train the CNN model and feedforward classifier.

### 3.3.3. Model C: Ensembling by stacking

The final model, Model C, used in our experiments employed a stacking approach to ensemble all models [32], which has been performed experiments with two types of ensemble based methods, which are referred to here as **ensembling by bagging** and **ensembling by stacking**. Bagging involves fitting several independent models and pooling their predictions in order to obtain a model with a lower variance, while stacking involves combining the models by training a meta-model to output a prediction based on the different models predictions (see below). In each of the combined models, we used the same hyperparameter settings as stated above.

---

$^4$[CLS], stands for classification, is a special token added in front of every input samples of BERT/ERNIE model to represent sample-level classification [22].
shown to effectively increase the accuracy of the enrolled individual models. Specifically, we employed model stacking to combine two logistic regression models (LR) using complexity and (dis)fluency features respectively, and the two pretrained language models, i.e. BERT and ERNIE. The training procedure consists of two stages (see Figure 4). First, in stage one, each of the four models is trained/fine-tuned independently using 5-fold cross-validation (CV). For each sample in the test fold, we obtain one prediction vector from each of the four models (Models 1 to 4). These predictions vectors are then concatenated and constitute the input data in a subsequent stage (stage 2). The final predictions of Model C are derived from another logistic regression model trained on the concatenated prediction vectors from stage 1. To perform inference on the test set, we take the predictions from all model instances trained in stage 1 and average them by model, which will served as input of stage 2 after concatenation. All hyperparameters for the training/fine-tuning of each of the enrolled models were selected as above.

Table 2: Mean accuracy (with standard deviations), precision, recall and F1 scores over a 5 fold cross-validation

<table>
<thead>
<tr>
<th>Model</th>
<th>Acc (SD)</th>
<th>CN</th>
<th>AD</th>
<th>CN</th>
<th>AD</th>
<th>CN</th>
<th>AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN[Comp]+[DisFl]</td>
<td>0.80 (0.06)</td>
<td>0.79 (0.06)</td>
<td>0.81 (0.08)</td>
<td>0.78 (0.07)</td>
<td>0.83 (0.06)</td>
<td>0.78 (0.05)</td>
<td>0.82 (0.07)</td>
</tr>
<tr>
<td>Bert-Base</td>
<td>0.79 (0.06)</td>
<td>0.77 (0.09)</td>
<td>0.84 (0.09)</td>
<td>0.81 (0.11)</td>
<td>0.78 (0.12)</td>
<td>0.78 (0.09)</td>
<td>0.80 (0.07)</td>
</tr>
<tr>
<td>Ernie-Base</td>
<td>0.80 (0.04)</td>
<td>0.80 (0.08)</td>
<td>0.81 (0.04)</td>
<td>0.77 (0.07)</td>
<td>0.83 (0.09)</td>
<td>0.78 (0.04)</td>
<td>0.82 (0.05)</td>
</tr>
</tbody>
</table>

Model A: CNN[Comp]+[DisFl]+[Ernie] (sep mod, bagging)
Model B: CNN[Comp]+[DisFl]+[Ernie] (fusion, bagging)
Model C: LR[Comp]+LR[DisFl]+[Ernie]+[Bert] (stacking)

Model B, which combined complexity and (dis)fluency features with both pretrained language models using stacking, Model B, which combined a CNN trained on utterance-level complexity and (dis)fluency features with the best performing fine-tuned pretrained language model (ERNIE) using late fusion and ensembling by bagging, fell close behind reaching 82.7% accuracy in CV. Model A, which combined the same features using majority voting with separate classifiers, performed below the accuracy levels of its component models, reaching 75.69% accuracy in CV. On the test set, the accuracy score of 83.1% of the best performing model, Model C, constitutes an improvement by 4.23% over the baseline model, which was based on fusion of linguistic and acoustic features [8]. Surprisingly, the relative performances of Model A and Model B were reversed on the test set, with Model A matching the performance of the baseline exactly (accuracy = 78.87%) and Model B falling just short of that (accuracy = 74.65%). The considerable discrepancies between the CV and test set classification accuracy for these models suggest that they suffer from overfitting. In contrast, Model C, which employed the stacking technique, performed equally well on CV and test data, indicating that it is robust against overfitting.

5. Discussion and Conclusion

The work presented here combined linguistic complexity and (dis)fluency features with pretrained language models for the task of Alzheimer’s disease detection. An accuracy of 83.1% was achieved on the test set, which amounts to an improvement of 4.23% over the baseline model, which was based on fusion of linguistic and acoustic features. Our best performing model combined component models using a stacking ensemble technique. A key finding of this study is that incorporating information on linguistic complexity and (dis)fluency improved the performance of fine-tuned pretrained language models in AD classification by 3%, suggesting that different component models encode complementary information regarding the characteristic language patterns of AD. Another important aspect of our results is that the ensemble model trained on ‘complexity contours’, i.e. utterance-level measurements of human-interpretable complexity and fluency features, was able to match the performance of both fine-tuned pretrained BERT-like language models: Using 5-fold cross-validation with ensembling of 50 models in each fold, we obtained robust performance scores (≈ 80%) for both types of models. This finding has important implications in light of increasing calls for moving away from black-box models towards white-box (interpretable) models for critical industries such as healthcare, finances and news industry [33, 34].

Table 3: Performance of the three ensemble models on test set

<table>
<thead>
<tr>
<th>Model</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A: CNN[Comp]+[DisFl]+[Ernie] (sep mod, bagging)</td>
<td>0.79</td>
<td>0.71</td>
<td>0.73</td>
<td>0.74</td>
<td>0.71</td>
<td>0.72</td>
</tr>
<tr>
<td>Model B: CNN[Comp]+[DisFl]+[Ernie] (fusion, bagging)</td>
<td>0.75</td>
<td>0.74</td>
<td>0.77</td>
<td>0.74</td>
<td>0.81</td>
<td>0.76</td>
</tr>
<tr>
<td>Model C: LR[Comp]+LR[DisFl]+[Ernie]+[Bert] (stacking)</td>
<td>0.83</td>
<td>0.82</td>
<td>0.85</td>
<td>0.83</td>
<td>0.85</td>
<td>0.84</td>
</tr>
</tbody>
</table>

Figure 4: Schematic representation of ensembling by stacking.
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Abstract

We present two multimodal fusion-based deep learning models that consume ASR transcribed speech and acoustic data simultaneously to classify whether a speaker in a structured diagnostic task has Alzheimer’s Disease and to what degree, evaluating the ADReSSo challenge 2021 data. Our best model, a BiLSTM with highway layers using words, word probabilities, disfluency features, pause information, and a variety of acoustic features, achieves an accuracy of 84% and RMSE error prediction of 4.26 on MMSE cognitive scores. While predicting cognitive decline is more challenging, our models show improvement using the multimodal approach and word probabilities, disfluency, and pause information over word-only models. We show considerable gains for AD classification using multimodal fusion and gating, which can effectively deal with noisy inputs from acoustic features and ASR hypotheses.

Index Terms: Cognitive Decline Detection, Alzheimer’s dementia, disfluency, lexical predictability

1. Introduction

Alzheimer’s disease (AD) is a chronic neurodegenerative disease that affects memory, language, cognitive skills, and the ability to perform simple everyday tasks.

Throughout the course of AD, patients have been observed suffering a loss of lexical-semantic skills, including suffering anomia, reduced word comprehension, object naming problems, semantic paraphasia, and a reduction in vocabulary and verbal fluency \([1, 2]\). Speech in patients with AD is mostly characterised by a low speech rate and frequent hesitations at the phonetic and phonological level; however, the syntactic ability is better preserved than lexical-semantic ability in AD patients at the early stages of the disease\([3]\).

The presence of cognitive dysfunction must be confirmed by neuropsychological tests such as the mini-mental state assessment (MMSE) performed in medical clinics before an AD diagnosis can be made. The existence of typical neurological and neuropsychological characteristics and a clinical examination of the patient’s history are used to make a diagnosis.

Detecting early diagnostic biomarkers that are non-invasive and cost-effective is of great value for clinical assessments. Several previous studies have investigated AD diagnosis via acoustic, lexical, syntactic, and semantic aspects of speech and language. More interactional aspects of language, like disfluencies, and purely non-verbal features, such as intra- and inter-speaker silence, can be key features of AD conversations. If useful for diagnosis, these features can have many advantages: they are easy to extract and are relatively language, subject, and task agnostic.

In terms of speech features, the number of pauses, pause proportion, phonation time, phonation-to-time ratio, speech rate, articulation rate, and noise-to-harmonic ratio were all found to be related to the severity of Alzheimer’s disease \([4]\). Weiner et al. \([5]\) used a Linear Discriminant Analysis (LDA) classifier with a set of acoustic features including the mean of silent segments, silence durations, and silence-to-speech ratio to differentiate subjects with AD from the control group, achieving an 85.7% AD binary classification. Ambrosini et al. \([6]\) used selected acoustic features (pitch, voice breaks, shimmer, speech rate, syllable duration) to detect mild cognitive impairment from a spontaneous speech task.

Lexical features from spontaneous speech have been shown to be informative in terms of features that assist AD detection. For example, Jarrold et al. \([7]\) merged acoustic features with the frequency occurrence of 14 distinct parts of speech features. Abel et al. \([8]\) modeled patient speech errors (naming and repetition disorders) to aid AD diagnosis.

Modeling multimodal input for AD detection has also been studied. Gosztolya et al. \([9]\) looked at how two SVM models with different sets of acoustic and linguistic features could be combined. Their research demonstrated how audio and lexical features could provide additional knowledge about an individual with AD.

Among other similar tasks within cognitive state prediction like depression, research has been done on integrating temporal information from two or more modalities using multimodal fusion \([10]\). The different predictive capacities of each modality and their different levels of noise are a major challenge for these models. A gating mechanism is effective in controlling the level of contribution of each modality to the final prediction in a variety of multimodal tasks, including in AD classification and regression \([11]\).

This paper constitutes an entry into the Alzheimer’s Dementia Recognition through Spontaneous Speech (ADReSSo) challenge 2021 \([12]\), which involves an AD classification and MMSE score regression tasks, in addition to a cognitive decline (disease progression) inference task using only the audio data from formal diagnosis interviews with patients as input. In the first two tasks, participants are required to rate the severity of Alzheimer’s disease in various subjects, with the target severity determined by their MMSE scores. In the third task, participants should identify those patients who exhibit cognitive decline within two years.

In this paper, we were particularly interested in the benefit of fusing ASR results (rather than transcriptions) with acoustic data.
and whether self-repair disfluencies and unfilled pauses in individuals’ speech and language model probabilities (a measure of lexical predictability) from automatic speech recognition (ASR) results would help predict the severity of the patient’s cognitive impairment.

Inspired by [11], to detect AD, we used audio and text features to model the sessions in a Bidirectional Long-Short Term Memory (BiLSTM) neural network. We used the Bidirectional Encoder Representations from Transformers (BERT) model to classify AD from speech recognition results in a separate experiment. Our findings suggest that AD can be identified using pure sequential modelling of the speech recognition results from the interview sessions with limited details of the structure of the description tasks. Disfluency markers, unfilled pauses, and language model probabilities were also found to have predictive power for detecting Alzheimer’s disease.

2. Data and features

Two distinct datasets were used for the ADReSSo Challenge:

1. a set of speech recordings of picture descriptions produced by both patients with an AD diagnosis and subjects without AD (controls), who were asked to describe the Boston Diagnostic Aphasia Exam’s Cookie Theft picture [12].

2. a set of speech recordings of Alzheimer’s patients performing a category (semantic) fluency task [13] at their baseline visit for prediction of cognitive decline over two years.

Dataset 1 for AD classification and severity detection includes 237 audio recordings, and the state of the subjects is assessed based on the MMSE score. MMSE is a commonly used cognitive function test for older people. It involves orientation, memory, language, and visual-spatial skills tests. Scores of 25-30 out of 30 are considered as normal, 21-24 as mild, 10-20 as moderate, and <10 as a severe impairment.

Dataset 2 for the disease prognostics task (prediction of cognitive decline) was created from a longitudinal cohort study involving AD patients. The period for assessing disease progression spanned the baseline and the year-2 data collection visits of the patients to the clinic. The task involves classifying patients into ‘decline’ or ‘no-decline’ categories, given speech collected at baseline as part of a verbal fluency test.

Various features were extracted automatically from both datasets for the 3 ADReSSo tasks as described below.

2.1. Acoustic features

A set of 79 audio features were extracted using the COVAREP acoustic analysis framework software, a package used for automatic extraction of features from speech [14]. We sampled the audio features at 100Hz and used the higher-order statistics (mean, maximum, minimum, median, standard deviation, skew, and kurtosis) of COVAREP features. The features include prosodic features (fundamental frequency and voicing), voice quality features (normalized amplitude quotient, quasi-open quotient, the difference in amplitude of the first two harmonics of the differentiated glottal source spectrum, maxima dispersion quotient, parabolic spectral parameter, spectral tilt/slope of wavelet responses, and shape parameter of the Liljencrants-Fant model of the glottal pulse dynamics) and spectral features (Mel cepstral coefficients 0-24, Harmonic Model and Phase Distortion mean 0-24 and deviations 0-12). Segments without audio data were set to zero. A standard zero-mean and variance normalization was applied to features. We omitted all features with no statistically significant univariate correlation with the results of the training set.

2.2. Linguistic Features

For automatically transcribing the audio files, we used the free trial version of IBM’s Watson Speech-To-Text service.\(^1\) The service offers ASR on the audio data which has considerable noise and may be affected by non-standard North American dialect of the patient - the average Word Error Rate (WER) on 10 transcripts we randomly selected from the training data is 32.8%. The Watson service, crucially for our task, does not filter out hesitation markers or disfluencies [15]. It also outputs word timings that we use as features in our system.

For our models which did not use BERT, a pre-trained GloVe model [16] was used to extract the lexical feature representations from the picture description transcript and convert the utterance sequences into word vectors. We selected the hyperparameter values, which optimised the output of the model on the training set. The optimal dimension of the embedding was found to be 100.

2.3. Disfluencies

Disfluencies are usually seen as indicative of communication problems caused by production or self-monitoring issues [17]. Individually with AD are likely to deal with troubles in language and cognitive skills. Patients with AD speak more slowly and with longer breaks and invest extra time seeking the right word, which in effect contributes to disfluency [18, 19].

We automatically annotate self-repairs and edit terms using [20]’s multi-task learning model in a left-to-right, word-by-word manner to predict disfluency tags. Here each word is either tagged as one of {repair onset, edit term, fluent word} by the disfluency detector- we concatenate the disfluency tags with the word vectors to create the input for the text-based LSTM classifier described below.

2.4. Unfilled Pauses

Durations of pauses were calculated from the word timings provided by the ASR hypotheses, using the latency between the end of the previous word to the beginning of the patient’s current word as the pause length, with the value for the first word being 0. We further categorized pauses into either short pause (SP) and long pause (LP). An SP is a silence that occurs inside a single speaker turn, which in the range [0.5, 1.5] seconds; an LP is a longer pause within a single speaker turn defined as a speech pause of 1.5 seconds or greater. Pauses in the interviewer’s speech were excluded.

2.5. Language Model Probabilities

People with speech disorders or cognitive impairment express themselves in different ways when compared to control groups [21]. Language model probabilities, which can be interpreted to estimate the predictability of a sequence of words, can be used to assess a participant’s language structure, including vocabulary and syntactic constructions. The present work uses a Multi-task Learning (MTL) LSTM language model [20] based on the Switchboard corpus [22], a sizable multispeaker corpus of conversational speech and text. The language model uses the "https://www.ibm.com/uk-en/cloud/watson-speech-to-text" service.\(^1\)
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standard Switchboard training data for disfluency detection (all conversation numbers starting sw2, sw3 in the Penn Treebank III release: 100k utterances, 650k words) and is trained in combination with other tasks, including disfluency detection as described in [20]. This corpus can be viewed as an approximation of control, non-AD disorder spoken dialogue. The model is then tested on the ASR transcript of each session, and the probability of each word is calculated. Finally, we concatenate the probability of the current word given the history \( p(w_t|w_0...w_{t-1}) \) with the word vectors to create the lexical input for our model.

### 3. Proposed Approach

We experiment with different deep-learning architectures for predicting AD in both classification and regression and for cognitive decline prediction:

1. unimodal LSTM models utilising either acoustic or lexical features.
2. multimodal LSTM model using lexical and acoustic information, including disfluency and pause tagging.
3. unimodal BERT based classifier using lexical features.
4. multimodal BERT model with gating using lexical and acoustic information.

#### 3.1. Sequence modeling

Our approach is to model the speech of individuals as a sequence to predict whether they have AD or not, and if so, to what degree, using either LSTM or BERT models.

**LSTM** The potential of neural networks lies in the power to derive representations of features by non-linear input data transformations, providing greater capacity than traditional models. As we were interested in modelling the temporal nature of speech recordings and transcripts, we used a bi-directional LSTM. For each of the audio and text modalities, we trained a separate unimodal LSTM model, using different sets of features, then used late fusion to combine their probabilities.

**BERT** Pre-trained BERT models are fine-tuned for the AD classification task. Each of the training instances is considered a data point. The input to the model consists of a sequence of words from the transcript for every speaker. Following [23] we used Bert-for-Sequence-Classification2 for fine-tuning. The standard default tokenizer was used, and two special tokens, [CLS] and [SEP], were added to the beginning and the end of each input. Specifically for regression, the last layer is the shape (hidden size, 1), and we use MSE loss instead of cross-entropy.

#### 3.2. Multimodal Model with Gating

Since learned representation for the text can be undermined by corresponding audio representation and ASR results can be unreliable, we need to minimise the effects of noise and overlaps during multimodal fusion. For audio and textual input for the BiLSTM models, we use two branches of the LSTM, one for each of the modalities, with their outputs combined into final feed-forward highway layers [24], with gating units that learn by weighing text and audio inputs at each time step to regulate information flow through the network.

The concatenated output is passed through \( N \) highway layers (where the best value \( N \) was determined from optimizing on held-out data). We pad the size of the training examples in the text set (which was the smaller set) to meet the audio set by mapping together instances that occurred in the same session, as the audio and text inputs for each branch of the LSTM had different timesteps and strides.

For the BERT-based multimodal models with gating, the output from the BERT-based textual classifier is combined with the acoustic data into the final feed-forward highway layers.

### 4. Experiments

#### 4.1. Implementation and Metrics

We set up our model to learn the most helpful information from modalities for predicting AD. All experiments are carried out without being conditioned on the identity of the speaker.

For the LSTM models, the sizes of layers and the learning rates are calculated by grid search on validation test. For the input data, we explored different timesteps and strides. After exploring different hyper-parameters, the model using audio data has a timestep of 20 and stride 1 with four bi-directional LSTM layers with 256 hidden nodes. The model using text input has an input with a timestep of 10 and stride of 2 and has 2 LSTM layers with 16 hidden nodes. We use a block of 3 stacked highway layers. The LSTM models were trained using ADAM [25] with a learning rate of 0.0001. We used Binary Cross-Entropy to model binary outcomes for the loss function and Mean Square Error (MSE) to model regression outcomes.

For the BERT models, following [23] we use the “bert-large-uncased” model, with the hyperparameters: learning rate = 2e-5, batch size = 4, epochs = 8, max input length of 256.

For binary classification of AD and non-AD, we report binary accuracy scores. For the MMSE prediction task, we report the Root Mean Square Error (RMSE) for the prediction error score. For the cognitive decline task, we report the mean of F1 classification scores.

The code used in the experiments is publicly available in an online repository.\(^2\)

#### 4.2. Baseline Models

We compare the performance of our models to the ADReSSo Challenge baselines [12] with an ensemble of audio and linguistic features provided with the dataset. The best baselines we include here include decision trees (DT), linear discriminant analysis (LDA), support vector machines (SVM), support vector regression (SVR), and Gaussian process regression (GP).

\(^2\)https://github.com/mortezaro/ad-recognition-from-speech

<table>
<thead>
<tr>
<th>Models</th>
<th>Features</th>
<th>Accuracy</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline ([12])</td>
<td>Linguistic</td>
<td>0.76</td>
<td>-</td>
</tr>
<tr>
<td>DT</td>
<td>Linguistic</td>
<td>0.75</td>
<td>6.24</td>
</tr>
<tr>
<td>SVM</td>
<td>Acoustic+Linguistic</td>
<td>0.79</td>
<td>-</td>
</tr>
<tr>
<td>SVR</td>
<td>Acoustic+Linguistic</td>
<td>-</td>
<td>5.29</td>
</tr>
<tr>
<td>GP</td>
<td>Linguistic</td>
<td>-</td>
<td>5.95</td>
</tr>
</tbody>
</table>

**Our Models**

| LSTM | Words | 0.76 | - |
| LSTM | Words+Words Probabilities | 0.77 | 4.75 |
| LSTM | Words+Disf+Pause | 0.81 | 4.43 |
| BERT | Words | 0.80 | 4.49 |
| BERT w/ Gating | Words+Acoustic | - | 4.38 |
| LSTM w/ Gating | Words+Acoustic+Disf+Pse+WP | 0.84 | 4.26 |
Table 2: Result of the AD classification and regression experiments with our models in cross validation

<table>
<thead>
<tr>
<th>Models</th>
<th>Features</th>
<th>Accuracy CV</th>
<th>RMSE CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>Acoustic</td>
<td>0.68</td>
<td>6.03</td>
</tr>
<tr>
<td>LSTM</td>
<td>Words</td>
<td>0.74</td>
<td>5.31</td>
</tr>
<tr>
<td>LSTM</td>
<td>Words+Words Probabilities</td>
<td>0.78</td>
<td>4.78</td>
</tr>
<tr>
<td>LSTM</td>
<td>Words+Disfluency+Pause</td>
<td>0.78</td>
<td>5.02</td>
</tr>
<tr>
<td>BERT</td>
<td>Words</td>
<td>0.80</td>
<td>4.94</td>
</tr>
<tr>
<td>BERT</td>
<td>Words+Acoustic</td>
<td>0.78</td>
<td>4.72</td>
</tr>
<tr>
<td>LSTM w/Gating</td>
<td>Words+Acoustic</td>
<td>0.79</td>
<td>4.88</td>
</tr>
<tr>
<td>LSTM w/Gating</td>
<td>Words+Acoustic+Disflu+PauseWP</td>
<td><strong>0.81</strong></td>
<td>4.75</td>
</tr>
</tbody>
</table>

5. Results

AD classification and regression tasks In Table 1, we present our proposed models’ performance against that of the baselines models on AD classification and regression tasks on the provided test set and in Table 2 in a cross-validation setting. For AD detection, our proposed LSTM model with gating and additional features (disfluency, unfilled pause, and language model probabilities) achieves an accuracy of 0.84 and RMSE of 4.26, outperforming all the baselines. Overall, the results support our hypothesis that a model with a gating structure can more effectively reduce individual modalities’ errors and noise, including that from errorful ASR results. Furthermore, our proposed LSTM model with gating and additional features (disfluency, unfilled pauses, and language model probabilities) outperforms the BERT fine-tuned models in unimodal and multimodal situations (ACC 0.84 vs. 0.80; RMSE 4.26 vs. 4.49 and 4.38). It should also be noted that the BERT model is very large in comparison to the LSTM models. BERT has approximately 21 times the number of parameters as our second largest model (105 million vs. 4.9 million). Therefore, compared to the BERT model, our LSTM models need fewer resources for development.

Effect of disfluency and unfilled pause features We found that disfluencies and unfilled pauses help as features in AD detection. Adding disfluency and pause features to the lexical features lead to improvement on the test set (ACC 0.81 vs. 0.76) and in CV (ACC 0.78 vs. 0.74; RMSE 5.02 vs. 5.31). Our LSTM model with disfluencies and unfilled pauses outperforms the BERT model in both class-action and regression tasks on the test set (ACC 0.81 vs. 0.80; RMSE 4.43 vs. 4.49).

Effect of language model probabilities Language model probabilities (as an indicator of grammatical integrity) are useful as features in the diagnosis of AD. Adding language model probabilities to the lexical features improves the test set (ACC 0.77 vs. 0.76) and in CV (ACC 0.78 vs. 0.74; RMSE 4.78 vs. 5.31).

Effect of multimodality On both the test set and in CV, the multimodal LSTM with gating model outperforms the single modality AD detection models in classification and regression tasks. In CV, integrating textual and audio modalities with gating improves performance over single modality models (ACC 0.79 vs. 0.74; RMSE 4.88 vs. 5.31). Even though each LSTM branch has different steps and timestep inputs in multimodal models, adding audio features improves performance. The multimodal model with BERT outperforms the single modality BERT in the regression task on both the test set and in CV (RMSE 4.72 and 4.38 vs. 4.94 and 4.49). However, integrating BERT and audio model with gating decreases performance over BERT for classification in CV (ACC 0.78 vs. 0.80). Text features are more informative than audio features as using text modality only predicts AD better than using unimodal audio modality sequentially in CV (ACC 0.74 vs. 0.68; RMSE 5.31 vs. 6.03).

Table 3: Result of Task3: cognitive decline progression results (mean of F1 Score) for leave-one-subject-out CV and Test set

<table>
<thead>
<tr>
<th>Models</th>
<th>Features</th>
<th>CV</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline ([12])</td>
<td>LDA Linguistic</td>
<td>0.55</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>DT Linguistic</td>
<td>0.76</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>SVM Linguistic</td>
<td>0.45</td>
<td>0.40</td>
</tr>
<tr>
<td>Our Models</td>
<td>LDA Words</td>
<td>0.59</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>LSTM Words</td>
<td>0.55</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>LSTM Words+Disfluency+Pause</td>
<td>0.63</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>LSTM w/Gating Words+Disflu+Pause+WP</td>
<td>0.66</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Cognitive decline (disease progression) inference task In Table 3, we present our results for disease progression task. As can be seen, our models do not reach the best baseline of the Decision-Tree based classifier. However, as with AD classification, the multimodal LSTM with Gating model outperforms all other competitors and is close to the DT classifier in performance on the test data (ACC 0.62 vs. 0.67). Overall, this task seems to have a considerably greater variation in performance across baseline classifiers and feature sets than the other two tasks. The lower performance of the LSTM model using words with disfluency and pause information model compared to using words alone (ACC 0.55 vs. 0.59) suggests these extra features are not as useful compared to the lexical information alone. This suggests the ASR quality is more critical, and the comparison of the IBM Watson system used here against the results obtained by the Google Cloud-based Speech Recogniser used by [12] would be a future step to take.

6. Conclusions

We have presented two multimodal fusion-based deep learning models which consume ASR transcribed speech and acoustic data simultaneously to classify whether a speaker in a structured diagnostic task has Alzheimer’s Disease and to what degree. Our best model, a BiLSTM with highway layers using words, word probabilities, disfluency features, pause information, and a variety of acoustic features, achieves an accuracy of 84%. While predicting cognitive decline is more challenging, our models show improvements using the multimodal approach and word probabilities, disfluency, and pause information over word-only models. In addition, we show there are considerable gains for AD classification using multimodal fusion and gating, which can effectively deal with noisy inputs from acoustic features and ASR hypotheses.

7. Acknowledgments

Purver is partially supported by the EPSRC under grant EP/PS033564/1, and by the European Union’s Horizon 2020 programme under grant agreements 769661 (SAAM, Supporting Active Ageing through Multimodal coaching) and 825153 (EMBEDDIA, Cross-Lingual Embeddings for Less-Represented Languages in European News Media). The results of this publication reflect only the authors’ views and the Commission is not responsible for any use that may be made of the information it contains.
8. References


Tackling the ADRESSO Challenge 2021: The MUET-RMIT System for Alzheimer’s Dementia Recognition from Spontaneous Speech

Zafi Sherhan Syed1, Muhammad Shehram Shah Syed2, Margaret Lech1, Elena Pirogova2
1Mehran University, Pakistan
2RMIT University, Australia
zafisherhan.shah@faculty.muet.edu.pk
muhammad.shehram.shah.syed|margaret.lech|elena.pirogova@rmit.edu.au

Abstract
This paper addresses the Interspeech Alzheimer’s Dementia Recognition through Spontaneous Speech only (ADReSSo) challenge 2021. The objective of our study is to propose the approach to a three task automated screening that will aid in distinguishing between healthy individuals and subjects with dementia. The first task is to differentiate between speech recordings from individuals with dementia. The second task requires participants to estimate the Mini-Mental State Examination (MMSE) score based on an individual’s speech. The third task requires participants to leverage speech recordings to identify whether individuals have suffered from cognitive decline. Here, we propose a system based on functionals of deep textual embeddings with special preprocessing steps integrating the effect of silence segments. We report that the developed system outperforms the challenge baseline for all three tasks. For Task 1, we achieve an accuracy of 84.51% compared to the baseline of 77.46%, for Task 2, we achieve a root-mean-square-error (RMSE) of 4.35 compared to the baseline of 5.28, and for Task 3, we achieve an average-f1score of 73.80% compared to the baseline of 66.67%. These results are a testament of the effectiveness of our proposed system.

Index Terms: alzheimer's dementia, computational paralinguistics, social signal processing

1. Introduction
Alzheimer’s disease is a chronic neurodegenerative disorder that detrimentally impacts cognitive and physical well-being of a person. According to the World Health Organization (WHO) [1], dementia currently affects more than 50 million people worldwide, with millions of new patients being diagnosed every year.

The ever-growing use of artificial intelligence (AI) in healthcare-related applications has facilitated development of innovative and advanced medical diagnostic approaches to various types of disorders [2, 3, 4, 5]. The main advantage of such techniques is that they can be successfully employed for objective diagnosis of disorders. The limited human interference assists in reducing human errors and bias. Considerable effort has been directed towards the development of diagnostic methods which can be used to identify individuals with Alzheimer’s dementia [6].

The Interspeech Alzheimer’s Dementia Recognition through Spontaneous Speech only (ADReSSo) challenge 2021 [7] aims to provide a common platform to researchers to not only propose methods for automated screening of Alzheimer’s dementia but also encourages researchers to compete and evaluate their work against their peers. The challenge this year may be considered as an extension of last year’s ADReSS 2020 challenge [8] with an important difference. Whereas last year, the dataset contained manually transcribed and CLAN [9] annotated transcripts, this year’s challenge expects participants to work with automatically generated speech transcripts.

In last year’s ADReSS challenge, our developed system performed very well, achieving an accuracy of 85.42% compared to the challenge baseline of 77.00% and an RMSE score of 4.30 compared to the baseline of 5.20 for the test partition. In essence, first we observed that features derived from textual modality offer much better performance than those from the audio modality. Secondly, we had demonstrated the prowess of a simple but very effective method for representing speech transcripts of subjects as feature vectors. To that end, we had first computed deep textual embeddings (DTE) from transformer based models and applied functionals of descriptive statistics to pool their values into a feature vector.

This paper describes our proposed system1 for tackling the ADReSSo challenge 2021. Here, we demonstrate the efficacy of a system based on functionals of deep textual embeddings with special preprocessing steps integrating the effect of silence segments. We also show the potential benefits of class-imbalance aware multi-model fusion.

2. Dataset
The ADReSSo challenge consists of two distinct datasets. The first dataset is called ‘Diagnosis’ and is used for Task 1 and Task 2 of the challenge. In Task 1, the objective is to differentiate between speech recordings from individuals with dementia amongst a set of recordings from healthy individuals. In Task 2, the objective is to estimate the Mini-Mental State Examination (MMSE) score based on an individual’s speech. The second dataset ‘Progression’ is used for Task 3 of the challenge.

The ADReSSo challenge consists of two distinct datasets. The first dataset is called ‘Diagnosis’ and is used for Task 1 and Task 2 of the challenge. In Task 1, the objective is to differentiate between speech recordings from individuals with dementia amongst a set of recordings from healthy individuals. In Task 2, the objective is to estimate the Mini-Mental State Examination (MMSE) score based on an individual’s speech. The second dataset ‘Progression’ is used for Task 3 of the challenge.

3. Methodology
A block diagram representation of our proposed system for the ADReSSo challenge is provided in Figure 1 where it can be seen that the system starts with automated speech recognition (ASR) for speech-to-text conversion. Next, we experiment with various preprocessing methods (detailed in Section 3.2). This is followed by a process of generating feature representations for transcripts using DTE as well as handcrafted features. We used handcrafted features to compare the performance of deep textual embeddings against domain-knowledge features. The

1Our previous work [10] provides the necessary context to our current work.
final step is to train classification and regression methods on the training partition and make predictions for the test partition.

3.1. Generating Speech Transcripts

An important aspect of the ADReSSo challenge 2021 is for participants to work without manually annotated transcripts. The dataset contains time-stamps that could be used to identify speech segments from the subject and the interlocutor. However, through preliminary experiments we discovered that these time-stamps are not always aligned with speech recordings. Although it was possible to use speaker diarization to identify segments of speech that belong only to a particular subject, we decided to use ASR to generate transcripts for the entire speech recording without diarization. We assume that (a) speech from the subject will dominate the recording and the contribution from the interlocutor will be relatively small, and (b) the speech and language from the interlocutor will also reflect the cognitive state of the subject. For example, the interlocutor will use simplified language to communicate with an individual that suffers from language impairments due to dementia.

For ASR, we experimented with wav2vec2 model from Huggingface toolkit \[11\], Silero \[12\] toolkit, and Microsoft Stream \[2\]. Initial results showed that the latter provided the most promising results in terms of word error rate. We plan to compare the performance of various automated ASR approaches for the task at hand in due course.

3.2. Preprocessing

We have experimented with five types of text preprocessing methods to investigate whether a particular method leads to an improvement in classification or regression tasks of the challenge.

- **Preprocessing-A:** Here, we resolved word contractions, removed punctuation and extra whitespaces from transcripts, and converted all text in lower-case. Thus, the entire transcript was set up as a single sentence.
- **Preprocessing-B:** We removed extra whitespaces and represented text in lower-case only.
- **Preprocessing-C:** Here, we decided to add special keywords into the speech transcript depending on the duration of a silence segment between two successive utterances. We were inspired to explore this method given the success reported by \[13\] using a similar technique. However, unlike Yuan et al., we test this method on pre-trained embeddings only. Therefore in Preprocessing-C, we started with the setup of Preprocessing-A and if the silence duration was determined to be between 2 and 4 seconds, we added the text ‘uhm’. If the silence duration was between 4 and 6 seconds, we added the word ‘uhm uhm’. Finally, if the silence duration exceeded 6 seconds, we added the text ‘long silence’.
  - **Preprocessing-D:** In this method, we followed the procedure of adding special keywords as in Preprocessing-C after removing extra whitespaces and also converted text in lower-case.
  - **Preprocessing-E:** Here, the preprocessing was performed as in Preprocessing-D except that the replacement text for silence segments was a period symbol (‘.’) instead of ‘uhm’. For example, if the silence duration was between 2 and 4 seconds, we added a ‘.’ as text. If the silence duration was between 4 and 6 seconds, we added ‘.’ , and in case of the silence duration exceeding 6 seconds, we added the text ‘long silence’.

3.3. Feature Computation

Once speech transcripts were generated and preprocessed, the next step was to compute textual features. As mentioned previously, we computed both, handcrafted features and deep textual embeddings. For handcrafted features, we computed a set of textual features inspired by the work of Fraser et al. \[14\]. These features can be categorized as (a) syntactic, (b) readability, and (c) lexical diversity. As the name suggests, syntactic features provide information about the syntax of written communication. In our work, we used SpaCy toolkit \[3\] to compute normalized histogram counts of parts-of-speech and dependency tags for the transcript of each subject. The second type of handcrafted features used in this work measured the readability of subjects’ transcripts. We suggest that there are differences in the readability of speech transcripts between healthy subjects and those with dementia. Hence, we used the Readability toolkit \[4\] to compute eight features that quantify the readability of speech transcripts. Finally, given that Alzheimer’s dementia disorder affects memory, we posit that subjects with dementia will use a repetitive and less diverse vocabulary compared to healthy subjects. To quantify the diversity of their vocabulary, we computed ten features based on text-to-token-ratio using the Lexical Diversity toolkit \[5\].

---

\[2\]https://pypi.org/project/readability
\[3\]https://pypi.org/project/lexical-diversity
In addition to the above, we investigated the efficacy of deep textual embeddings, such as Bidirectional Encoder Representations from Transformers (BERT) [15] and its derivatives. These models use multi-headed self-attention [16] based encoder and decoder layers which enable them to learn sophisticated latent representations from text [15, 17, 18]. Jawahar et al. [18] have shown that transformer-based models can capture structural and linguistic properties of the English language as classical tree-like structures.

We surmise that such models can represent linguistic characteristics of speech and as such be useful for differentiating between speech transcripts of healthy subjects and those with dementia. To this end, we experiment with embeddings generated using nine pre-trained transformer-based models which include: \texttt{bert$\_base$\_uncased}, \texttt{bert$\_large$\_uncased} [19], \texttt{roberta$\_base$} [20], \texttt{distilroberta$\_base$}, \texttt{bert$\_base$\_multilingual\_uncased}, \texttt{allenai$\_biomed$\_roberta$\_base$} [21], and \texttt{facebook$\_bart$} [22]. We used the Huggingface library [11] in order to compute these embeddings.

It should be mentioned here that these embeddings are computed for each input token (for example, a word), and not the entire transcript as a single entity. Therefore, to generate a single feature vector for the entire transcript, we used functionals of descriptive statistics for pooling. For example, average pooling (AvgPool), maximum value pooling (MaxPool), percentile-based range pooling (RangePool), and median value pooling (MedianPool) are used in this work. The resultant feature vector is passed down to the machine learning pipeline as shown in Figure 1.

### 3.4. Classification and Regression

As mentioned earlier, the ADReSSo challenge 2021 consists of two classification tasks (Task 1 and Task 3) and one regression task (Task 2). We used a logistic regression classifier (LRC) and support vector machine classifier (SVC) with a linear kernel for Tasks 1 and 3, whereas for Task 2, we used partial least squares regressor (PLSR). We have previously used success using these tools [4, 10, 23]. The regularization parameter ‘C’ for LRC and SVC was optimized using leave-one-subject-out cross-validation (LOSO-CV) over a logarithmically spaced grid between $10^{-7}$ and $10^{3}$ whilst using the avg-f1score as the metric of classification performance. It should be mentioned that although the official performance metric for Task 1 is accuracy, we decided to use avg-f1score to optimize the regularization parameter. This was done due to the class imbalance in the training partition for the dataset provided for Task 1. Meanwhile, the ‘number of components’ hyper-parameter for PLSR was optimized using LOSO-CV over a grid between 2 and 40 to minimize the RMSE score. We used the scikit-learn toolkit [24] for training models for classification and regression.

### 4. Experiments and Results

#### 4.1. Predictions for the training partition

In Table 1, we report the results of the top-5 models for the training partition of Task 1. Here, one can note that the best performing model uses Preprocessing-E with DTE features com-
computed from the BART_base model. It achieves an accuracy of 84.34% with a specificity of 89.87% but a relatively poor sensitivity of 79.31%. Meanwhile, the second-placed model achieved an accuracy of 83.73% on the training partition but does not use any special processing to integrate silence information into speech transcripts. It is interesting to note that this model offers an improved sensitivity at the cost of decreased specificity when compared with the best-performing model.

In Table 2, we summarize the results for training partition of Task 2. The objective here is to predict the MMSE score assigned to subjects from the Diagnosis dataset. We report that the best performing model achieves an RMSE of 4.64 compared to the baseline of 6.42, which is a significant reduction. It is also interesting to note that there does not appear to be any advantage of integrating silence information into the speech transcript for Task 2, however, this requires further investigation.

Finally, the results for Task 3 have been summarized in Table 3 where our best performing model achieves an avg-f1score of 73.49% compared to the challenge baseline of 66.67%. Most importantly, all of the top-5 models use special preprocessing steps.

4.2. Predictions for the test partition

For Task 1, we first used confidence-based fusion to combine predictions from the top-3 performing models. This step achieved an accuracy of 81.69% for the test partition. Next, we used label-fusion of top-5 models and this increased the classification accuracy to 83.10%. Finally, we attempted label-fusion of five models selected on the basis of their specificity and sensitivity scores for the training partition. Two of these models are facebook/bart_base_AvgPool and bert_base_multilingual_uncased_AvgPool which had provided high specificity for the training partition, whereas the remaining three, i.e. distilroberta_base_MaxPool, bert_large_ancased_MaxPool, and facebook/bart_base_Median had provided high sensitivity. We assume that the fusion of models with high specificity only (as is the case with top-5 models) will bias predictions towards a particular class and therefore lead to poorer results overall. The resultant predictions for this fusion method achieve the best results for Task 1 where we achieved a classification accuracy of 84.51% compared to the challenge baseline of 77.46%, which is a significant improvement.

In Table 5, we summarize the results for the test partition of the dataset for Task 2. In our first attempt, we used predictions for the test partition as generated by the best-performing model for the training partition. This yielded an RMSE of 4.93 for the test partition. Our second and third attempts used averaging and median-based fusion with predictions from the top-3 models for the training partition. With these methods, we achieved an RMSE score of 4.71 and 4.54, respectively. Finally, we attempted averaging and median-based fusion for fourth and fifth attempts and achieved RMSE scores of 4.45 and 4.35, respectively. It is interesting to note that all of our attempts at predicting MMSE score achieved better performance than the challenge baseline of 5.28.

Finally, in Table 6, we summarize the results for Task 3, where the objective was to identify whether the subject has suffered from a cognitive decline over two years. Here, our best result for the test partition is an avg-f1score of 73.80%. This was achieved via predictions generated by the model which yielded the best performance for the training partition. We also experimented with label-fusion of predictions for the top-3 models for the training partition, however, this led to a decrease in avg-f1score. It should be mentioned here that we did not experiment with class-imbalance aware fusion, as used for Task 1, although in hindsight it may have been a better option.

Table 4: Summary of Results of Task 1 for the Test partition

<table>
<thead>
<tr>
<th>Predictions (source)</th>
<th>Acc.</th>
<th>avg-f1score</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>77.46</td>
<td></td>
</tr>
<tr>
<td>Conf. Fusion of Top-3 models</td>
<td>81.69</td>
<td>81.64</td>
</tr>
<tr>
<td>Label Fusion of Top-5 models</td>
<td>83.10</td>
<td>82.94</td>
</tr>
<tr>
<td>Label Fusion selected models</td>
<td>84.51</td>
<td>84.45</td>
</tr>
</tbody>
</table>

Table 5: Summary of Results of Task 2 for the Test partition

<table>
<thead>
<tr>
<th>Predictions (source)</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>5.28</td>
</tr>
<tr>
<td>Single best model</td>
<td>4.93</td>
</tr>
<tr>
<td>Average-value fusion from Top-3 models</td>
<td>4.71</td>
</tr>
<tr>
<td>Median-value fusion from Top-3 models</td>
<td>4.54</td>
</tr>
<tr>
<td>Average-value fusion from Top-5 models</td>
<td>4.45</td>
</tr>
<tr>
<td>Median-value fusion from Top-5 models</td>
<td>4.35</td>
</tr>
</tbody>
</table>

Table 6: Summary of Results of Task 3 for the Test partition

<table>
<thead>
<tr>
<th>Predictions (source)</th>
<th>Acc.</th>
<th>avg-f1score</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>–</td>
<td>66.67</td>
</tr>
<tr>
<td>Single best model</td>
<td>78.13</td>
<td>73.80</td>
</tr>
<tr>
<td>Label Fusion of Top-3</td>
<td>68.75</td>
<td>54.29</td>
</tr>
</tbody>
</table>

5. Conclusions

Alzheimer’s dementia is a disease that greatly reduces the quality of life of those who suffer from it. Early detection of this disorder may assist to enhance the quality of their day-to-day lives. The purpose of the ADReSSo challenge was to develop an automated screening tool for dementia recognition. In this paper, we proposed a system based on functionals of deep textual embeddings and benchmarked its performance against the official baselines set by the ADReSSo challenge organizers. We also demonstrated that one can enrich speech transcripts with silence segments in speech recordings to yield improved performance. Overall, our proposed solution for the ADReSSo challenge offers a significant improvement for all three tasks as follows. For Task 1, we achieved an accuracy of 84.51% compared to the baseline of 77.46%, for Task 2, we achieved an RMSE of 4.35 compared to the baseline of 5.28, and for Task 3, we achieved an avg-f1score of 73.80% compared to the baseline of 66.67%. These results are a testament to the efficacy of our proposed system.
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Abstract

Mental disorders, e.g. depression and dementia, are categorized as priority conditions according to the World Health Organization (WHO). When diagnosing, psychologists employ structured questionnaires/interviews, and different cognitive tests. Although accurate, there is an increasing necessity of developing digital mental health support technologies to alleviate the burden faced by professionals. In this paper, we propose a multi-modal approach for modeling the communication process employed by patients being part of a clinical interview or a cognitive test. The language-based modality, inspired by the Lexical Availability (LA) theory from psycho-linguistics, identifies the most accessible vocabulary of the interviewed subject and use it as features in a classification process. The acoustic-based modality is processed by a Convolutional Neural Network (CNN) trained on signals of speech that predominantly contained source characteristics. In the end, a late fusion technique, based on majority voting, assigns the final classification. Results show the complementarity of both modalities, reaching an overall Macro-F1 of 84% and 90% for Depression and Alzheimer’s dementia respectively.

Index Terms: Depression Detection, Alzheimer’s Disease, Mental Lexicon, Raw Speech, Multi-modal Approach.

1. Introduction

Mental disorders represent a major public health concern, with considerable associated socio-economic costs, and are recognized as a major cause of disability affecting a great number of people. According to the World Health Organization (WHO), depression and dementia are among the main types of mental disorders and are categorized as priority conditions \([1,2]\). Although the severity of suffering a mental illness is well known by psychologists, there is an acknowledged necessity for digital solutions for addressing the burden of mental health diagnosis and treatment. It is recognized that won’t be possible to treat people by professionals alone, and even if possible, some people might require to use alternative modalities to receive mental health support \([3]\). Such situation has become more evident with the current COVID-19 pandemic. Interested readers are referred to \([4,5,6]\) to know efforts towards this direction.

Accordingly, the research community has been interested in making first steps towards computer-supported detection of mental disorders during face-to-face interviews/tests \([7,8,9]\). The underlying hypothesis of most of previous work relies on the notion of the language as a powerful indicator about our personality, social, or emotional status, and mental health \([10,11]\).

In dementia, for instance, previous research indicates that assessing the language production represents a useful strategy in detecting early markers of dementia \([12]\). Thus, designed tests for evaluating the language production in elderly patients such as word association tasks, description of objects in pictures, elicitation exercises, etc., aim at measuring the expository speech, oral expression, as well as comprehension. Similarly, for depression, previous research suggest that using excessive self-focused language, and negative emotions represent important markers for screening depressed users \([10,13,14]\) and, recent studies have documented how depressed users suffer some kind of impairment in their speech motor control \([15]\), such as prosodic abnormalities, articulatory and phonetic errors.

Although multi-modal approaches have been explored before \([16,17]\), the key novelty of our work is to leverage the psycholinguistics theory for approximating the mental lexicon \([18]\) of analyzed subjects for processing the language-based modality. The acoustic-based modality aims at modeling the patients’ speech in an end-to-end fashion from raw waveform-based CNNs. In conjunction, both modalities allow modeling the language production process employed by subjects with a mental disease during a clinical interview/test. We performed experiments in two well-known clinical datasets, using individual modalities, and in a multi-modal fashion, where a voter makes the final decision through a majority voting mechanism.

2. Methodology

The proposed language-based modality aims at modeling the vocabulary production of subjects suffering from a mental disorder through the Lexical Availability (LA) theory \([19]\). The LA test is associated with the category fluency tests and the free word association tasks, which taps directly into the semantic information of the mental lexicon \([20]\). Hence, our main hypothesis establishes that it could be possible to approximate the available lexicon for a group of people suffering from a mental disease. Contrary to the traditional LA elicitation test, we aim to demonstrate that it is possible to approximate the available lexicon by analyzing subjects’ responses in a semi-structured communication process (e.g. a clinical interview/test). To the best of our knowledge, this is the first time the LA theory is adapted to: i) obtain the available lexicon from utterances produced during a clinical test and use the extracted features in a traditional

\(^{1}\) The mental lexicon of a community reveals the type, size, and richness of their vocabulary as well as provides evidence of the community member’s understanding of a particular culture, or the structure of their context and the existing regularities present \([13]\).
classification pipeline; ii) fuse its predictions in a multi-modal fashion with a raw waveform-based acoustic approach.

Figure 1 shows the main components of our LA method. First, we identify the available lexicon from each population (i.e., subjects with a mental disorder and control subjects) and then use it to generate a non-sparse text representation to train a classification model to distinguish between mentally ill subjects and control subjects. More formally, let $D = \{(d_1, y_1), \ldots, (d_k, y_k)\}$ be a training set of $k$-pairs of document $d_i$ and class labels $y_i \in Y = \{y_\emptyset, y_\top\}$. The first step consists of obtaining the available lexicon ($V$) for each category, i.e., $V_{y_\emptyset}$ and $V_{y_\top}$ for the documents belonging to $D$ and $C$ categories respectively. The resultant available lexicon for each category $y_i$ is a list of $n$-pairs of the form $V_{y_i} = \{(t_1, D_{st}(t_1)), \ldots, (t_n, D_{st}(t_n))\}$, where each term $t_j$ is accompanied by its lexical availability score $D_{st}(t_j)$. Details on how to compute the availability score are depicted in 2.1.

Then, for generating the representation of subject $\rho$, we define two sets of features: the availability degree ($f_{avail}$) and the correlation degree attributes ($f_{cor}$). Thus, we first compute the available lexicon of subject $\rho$, referred as $V_{\rho}$, and we calculate its availability features ($f_{avail}$) by means of a fusion strategy among the top $k$ terms from $V_{y_\emptyset} \cup V_{y_\top}$, and $V_{\rho}$ (see 2.2). For obtaining the correlation features (see 2.3) we compare the data distributions between $\rho$ and the two classes ($y_\emptyset$ and $y_\top$), resulting in a representation vector with the following form:

$$\bar{\rho} = (f_{avail}^{t_1}, \ldots, f_{avail}^{t_n}, f_{cor}^{\rho_{y_\emptyset}}, f_{cor}^{\rho_{y_\top}})$$  \hspace{1cm} (1)

Once we have this representation, we can follow the traditional machine learning pipeline for training a classifier.

### 2.1. Lexical availability computation

Traditionally, the LA test produces a single word list, i.e., the available lexicon (with its corresponding availability scores), for each analyzed community. To compute the availability scores of this available lexicon, we have to analyze the responses of each individual in that population (see Fig. 1 columns 1-3); to that end, we use the formulation proposed by [21], defined as follows:

$$D_{st}^{w,k,m}(t_j) = \sum_{i=1}^{n} w_i (\frac{i-1}{i})^{m} \times f_{ji}$$  \hspace{1cm} (2)

where $t_j$ represents the lexical term for which we want to know its availability score; $i$ is the position indicator where $t_j$ is mentioned in the considered individual responses; $n$ is the maximum position reached by term $t_j$ in all the considered responses; $I$ serves as a normalization factor and is defined as $I = \max_{\emptyset} freq$, which depicts the highest frequency found in the vocabulary of the population being analyzed; $f_{ji}$ is the number of participants who produced term $t_j$ at position $i$ in their respective responses; $k$ indicates the position value where the score will be equal to $w_k$; $w$ is the desired weight (normally a value close to 0) for position $k$, and $m$ is a parameter that modulates the weight decay across terms in the final mental lexicon.

Eq. 2 represents a standardized LA metric that allows direct comparisons among studies independently from the size of the produced vocabulary lists of different communities [21]. Accordingly, the $D_{st}$ equation will assign higher scores (close to 1) to the most available words produced by the analyzed subjects. Conversely, it assigns progressively lower scores to less accessible words until reaching value $w$ in position $k$, at a weight decay intensity defined by the parameter $m$. Intuitively, the smaller the value of $m$, the faster the weight decay across words in consecutive positions. For all our experiments, we defined $w = 0.0001$ and $m = 0.8$.

### 2.2. Availability features

We defined the availability features ($f_{avail}$) as the single (most representative) LA score for each term $t_j \in (V_{y_\emptyset} \cup V_{y_\top})$. Thus, to obtain the $f_{avail}$ score of term $t_j$ we apply the CombMNZ [22] data-fusion strategy. Data-fusion strategies aim at integrating many possible answers (scores) for an object into a single
best representative score. Therefore, to compute the representative score of \( t_i \) we first obtain the available lexicon \( V_{\rho} \) of the instance \( \rho \) applying Eq. 2. Then, for obtaining the \( f^t_{\text{full}} \) we fuse the scores of word \( t_j \) from the list \( V_j \), with the available lexicons \( V_{\rho_{g}} \) and \( V_{\rho_{o}} \). For this process, we do as follows:

\[
 f^t_{\text{full}} = \text{CombMNZ}(t_j, k, \{V_{\rho}, V_{\rho_{g}}, V_{\rho_{o}}\}) 
\]

(3)

where \( t_j \) is the word for which we want a fused score, \( k \) indicates the maximum position where \( t_j \) will be searched in the input lists, and the \( V \)'s are the set of lists to be considered for the fusion process. Notice that \( k \) has the same interpretation of that in Eq. 2 intuitively, it indicates the number of words (features) to be considered for building the representation vector.

Thus, assuming \( N = \text{len}\{\{V_{\rho}, V_{\rho_{g}}, V_{\rho_{o}}\}\} \), \( D^c \) as the score of \( t_j \) in list \( c \), and \( |D^c| > 0 \) as the number of non-zero scores given to \( t_j \) by any list \( c \), the final score for each unique term \( t_i \) is computed as follows:

\[
 \text{CombMNZ}(t_j, k, \{V_{\rho}, V_{\rho_{g}}, V_{\rho_{o}}\}) = \sum_{c} N \times |D^c| > 0 \]

(4)

Broadly speaking, the \( f^t_{\text{full}} \) of term \( t_j \) represent a weight value indicating to what category it adjust the best.

2.3. Correlation degree features

The correlation degree features aim at measuring the relationship between the two sets of paired words, particularly we compute \( \text{cor}(V_{\rho_{g}}, V_{\rho_{o}}) \), and \( \text{cor}(V_{\rho}, V_{\rho_{g}}, V_{\rho_{o}}) \). The correlation \( \text{cor} \) value will be an indicator of the association between the available lexicon form subject \( \rho \) and the corresponding \( V_{\rho_{g}} \) and \( V_{\rho_{o}} \) categories. For the experiments performed in this paper, every \( f^t_{\text{full}} \) feature is formed by two values, the Spearman’s correlation coefficient and its corresponding p-value.

2.4. Acoustic based method

The acoustic based method directly models raw waveforms to predict the class-conditional probabilities using a CNN-based architecture. As described in [23], the architecture consists of four 1-D convolutional layers, followed a hidden layer and an output-layer. In order to guide the learning procedure, depending on the task, different approaches were previously proposed: We distinguish between sub-segmental and segmental filtering (see [23] Table 1); raw waveforms can be filtered to extract voice-source related characteristics to guide the learning procedure. Specifically, for the depression detection task, the primary method (denoted as 1stAcoustic) uses zero frequency filtering to get a signal that characterizes the glottal excitation. The secondary method (denoted as 2ndAcoustic) consists of modeling speech at a frame level using linear prediction and subtracting it from the original speech to get the linear prediction residual, which contains voice source related characteristics, while both use an input length of 250ms. However, for Alzheimer’s detection, both systems use 4 second length inputs of zero frequency filtered signals, where the primary method (denoted as 1stAcoustic) applies a sub-segmental filtering stage, the secondary method (denoted as 2ndAcoustic) a segmental filtering stage.

2.5. Late fusion

Once both the language-based and acoustic-based modalities are trained independently, the late fusion approach consists of a voter that takes as inputs the predictions made by the language-based and acoustic-based approaches. The final decision is made by means of a majority voting mechanism, where if tied, the output will be always labeled as C (i.e., control).

3. Experimental Setup

For the experiments, we use the Distress Analysis Interview Corpus - wizard of Oz (DAIC-WOZ) dataset [24] and the Alzheimer’s Dementia Recognition through Spontaneous Speech (ADReSS) dataset [9]. The DAIC-WOZ dataset contain semi-structured clinical interviews, performed by a (human controlled) animated virtual interviewer, designed to support the diagnosis of psychological distress conditions such as anxiety, depression, and post-traumatic disorder. This dataset was used during the AVEC 2016 challenge [21], and contains audio-visual interviews of 189 participants: 107 in training, 35 for development, and 47 for test. The ADReSS data, introduced for the Interspeech 2020 ADReSS challenge [3], consists of speech recordings and transcripts of spoken picture descriptions elicited from participants through the Cookie Theft picture from the Boston Diagnostic Aphasia Exam [25]. It contains speech and transcripts information from 156 participants: 108 for training, and 48 for test. In the DAIC-WOZ dataset approximately \( \approx 30\% \) of the subjects are labeled as depressed (D), while the ADReSS data is perfectly balanced. It is worth mentioning that the labeling of each dataset was done by expert mental healthcare providers, interested reader is referred to [24, 9].

We evaluate the performance of three well-known text-based methods. First, a traditional Bag-of-Words (BoW) using the top 1000 most frequent words under a Term Frequency Inverse Document Frequency if-idf weighting scheme. Secondly, we use the Linguistic Inquiry and Word Count (LIWC) [26] categories for representing the documents. LIWC psychological categories capture the semantic content of the language produced [27], e.g., allow to detect positive vs. negative emotions, words referencing family/friends/society, pronouns which can capture inclusive language vs. exclusive language, and words referencing how the person is feeling.

As third baseline, we evaluate the impact of recent transformer-based models [28] as a language representation strategy. For our experiments we test an English pre-trained BERT model. As known, the [CLS] token acts an “aggregate representation” of the input tokens, and is considered as a sentence representation for many classification tasks [29]. Accordingly, for generating the representation of each document, we split the document into smaller chunks (max length of 512 tokens), obtain the [CLS] encoding of each chunk, and we apply

<table>
<thead>
<tr>
<th>Mod. Approach</th>
<th>DAIC-WOZ</th>
<th>ADReSS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Class</td>
<td>FI-score</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>O</td>
</tr>
<tr>
<td>BoW</td>
<td>MLP</td>
<td>0.65</td>
</tr>
<tr>
<td>LIWC</td>
<td>MLP</td>
<td>0.53</td>
</tr>
<tr>
<td>BERT</td>
<td>SVC</td>
<td>0.70</td>
</tr>
<tr>
<td>LA-A</td>
<td>100</td>
<td>PER</td>
</tr>
<tr>
<td>LA-A-MLP</td>
<td>MLP</td>
<td>0.71</td>
</tr>
<tr>
<td>LA-A100D</td>
<td>MLP</td>
<td>0.71</td>
</tr>
<tr>
<td>LA-A100</td>
<td>MLP</td>
<td>0.57</td>
</tr>
<tr>
<td>LA-AC</td>
<td>MLP</td>
<td>0.68</td>
</tr>
<tr>
<td>LA-AC-MLP</td>
<td>MLP</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Table 1: Performance under a 10-CFV strategy on train sets.
Table 2: Obtained performance over the dev and test partitions for DAIC-WOZ and ADReSS datasets respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Fused approaches</th>
<th>F1-score</th>
<th>O</th>
<th>D</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAIC-WOZ</td>
<td>[LA-AC_100, LA-A_100, 1stAcoustic]</td>
<td>0.84</td>
<td>0.80</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LA-AC_100, LA-A_100, BoW, 1stAcoustic]</td>
<td>0.82</td>
<td>0.77</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LA-AC_100, LA-A_100-BERT, 1stAcoustic]</td>
<td>0.79</td>
<td>0.74</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LA-AC_100, LA-A_100-BERT, 1stAcoustic]</td>
<td>0.79</td>
<td>0.74</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LA-AC_100, LA-A_100-BERT, 1stAcoustic]</td>
<td>0.79</td>
<td>0.74</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>ADReSS</td>
<td>[LA-AC_500, LA-A_500, 1stAcoustic]</td>
<td>0.90</td>
<td>0.90</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LA-AC_500, LA-A_500, BoW, 1stAcoustic]</td>
<td>0.85</td>
<td>0.87</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LA-AC_100, LA-A_100-BERT, 1stAcoustic]</td>
<td>0.90</td>
<td>0.90</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[LA-AC_100, LA-A_100-BERT, 1stAcoustic]</td>
<td>0.90</td>
<td>0.90</td>
<td>0.89</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Obtained performance of the late fusion approach. The reported performance in [9] for depression was F1=0.58, while for ADReSS, in [9] the best reached score was F1=0.75.

4. Results and discussion

As previous research [7] [9] [23] [30] [31], performance is reported in terms of the F score (F1) for both control (C) and depression/dementia (D) classes, and the Macro-F for the overall problem (O). We acknowledge the limitations regarding the small size of the corpora, however, this is a common shortcoming of all studies that use clinical datasets. Thus, to achieve stable and robust results, we applied two validation strategies: i) the average performance over a stratified 10 cross-fold-validation using train partition (10-CFV), and ii) the performance over the dev partition for the DAIC-WOZ dataset and on the test partition for the ADReSS dataset.

For the proposed Lexical Availability method, we performed a series of experiments using: i) only the availability degree features (LA-A), and ii) the combination of availability and correlation (LA-AC) as in Eq. 4. Table 4 summarizes our results for the experiments using a 10-CFV strategy. Table 5 shows the performance of the experiments performed on the dev and test partitions, and Table 6 shows the results of the fused predictions. Given our space restrictions, we only report results from the best learning algorithm (Class. column) for the experiments using the LA-A/LA-AC methods, the number in the sub-index indicates the value of the k parameter.

Clearly, from Tables 5 and 6 we conclude that our LA method outperforms all the proposed textual-based baselines, including the best performance is obtained under the LA-AC configuration for both tasks (see Table 6) with k = 100 for DAIC-WOZ, and k = 500 for ADReSS. This variation in the value of k is related to the size of the respective datasets. For instance, the DAIC-WOZ corpus, contrary to the ADReSS dataset, contains more samples of the communicative process (i.e., several utterances from interviewed subject) with a smaller variability of lexical units (i.e., small vocabulary), hence paying attention to a reduced set terms is enough for the LA method.

For the multi-modal experiments (Table 7) we took the best configurations based on the performance on the dev/test sets (Table 8). We compare our results against two recent multi-modal approaches. For depression, we considered the work of [16], which evaluates the performance of a multi-modal LSTM recurrent network. For dementia, [17] combines the outputs of CNN-LSTM model and a Speech-GRU cell for making the predictions. As can be observed, our late fusion strategy, outperforms very recent approaches by an important margin.

5. Conclusions

We addressed the problem of detecting mental disorders from clinical tests. Inspired by the LA theory, our method approximates the mental lexicon through the identification of the available lexicon for mentally ill and control subjects, and use it in a classification process to detect depression/dementia. Additionally, based on previous studies that demonstrated the suitability of raw waveform CNNs, we designed a multi-modal approach, where a voter makes the final decision using a majority vote mechanism. A thorough evaluation in two well known clinical datasets (DAIC-WOZ and ADReSS), shows that the LA method fused with the raw waveform-based CNN is able to outperform, by a large margin, very recent deep NN techniques.
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Abstract

In this work, we propose a modular multi-modal architecture to automatically detect Alzheimer’s disease using the dataset provided in the ADReSSo challenge. Both acoustic and text-based features are used in this architecture. Since the dataset provides only audio samples of controls and patients, we use Google cloud-based speech-to-text API to automatically transcribe the audio files to extract text-based features. Several kinds of audio features are extracted using standard packages. The proposed approach consists of 4 networks: C-attention-acoustic network (for acoustic features only), C-Attention-FT network (for linguistic features only), C-Attention-Embedding network (for language embeddings and acoustic embeddings), and a unified network (uses all of those features). The architecture combines attention networks and a convolutional neural network (C-Attention Network) in order to process these features. Experimental results show that the C-Attention-Unified network with linguistic features and X-Vector embeddings achieves the best accuracy of 80.28\% and F1 score of 0.825 on the test dataset.

Index Terms

Alzheimer’s disease, Multi-Modal Approach, CNN-Attention network, Acoustic feature, Linguistic feature

1. Introduction

Alzheimer’s Disease (AD) is a neurodegenerative disease that is the most common form of dementia and continual cognitive impairments [1]. The number of cases is increasing rapidly every year so that AD has become a non-negligible social public health problem. Therefore, early diagnosis of AD is an essential task and has attracted much attention in recent years.

The ADReSSo challenge at INTERSPEECH 2021 defines a shared task through which different approaches to target the automatic detection of AD [2] can be proposed. The ADReSSo challenge provides only audio data of patients extracted from the Pitt Corpus [3].

Our approach uses both the audio features directly extracted from the audio files and linguistic and other language-based features extracted from the transcribed version of the same audio file. Literature suggests that speech impairment is a common and significant sign of AD even at the early stage of dementia [4, 5]. Therefore, some speech characteristics, such as speech vagueness and abnormal pauses, can function as an important bio-marker. These features in patients’ speech can provide useful information about the cognitive status and other aspects related to the level of brain health [6]. Further, studies have shown that several lexical or syntactic features and increases in conversational fillers or non-specific nouns are also indicators of AD [7, 8]. Consequently, Natural Language Processing (NLP) methods can be applied to extract linguistic features from text data [9] and used in the detection of AD [10, 11].

Existing AD classification methods can be divided into three categories depending on the types of features used: leveraging raw audio data or acoustic features using linguistic features derived from text or a combination of acoustic features and linguistic features to detect AD. We have taken the third approach here. The main contributions of this work are as follows: 1) a CNN-attention Network (C-Attention Network) for automated detection of Alzheimer’s disease. 2) a method to integrate features extracted from both text and audio.

2. Related Work

Automated detection of Alzheimer’s disease has a long history of research. In early automated AD detection work, researchers attempt to quantify the impairments by using computational methods [12]. They first construct or extract different features from the different data sources and then apply traditional machine learning methods to detect Alzheimer’s disease. These features can be divided into two categories: linguistic features and acoustic features. Linguistic features including part-of-speech (POS) tag frequencies, measures of lexical diversity were extracted and a linear discriminant analysis or other classifiers were used to identify AD patients [12, 13]. Acoustic features such as mel-frequency cepstral coefficients (MFCC) and low-level descriptors (LDD) were used in [14]. Then, the combination of both acoustic and linguistic features based machine learning approaches were proposed to automatically detect AD [15, 16]. These studies have shown that the methods of combining different types of features have better detection accuracy compared to using features separately.

In recent related research work, the INTERSPEECH 2020 ADReSS challenge provides a baseline paper, which summarized many useful acoustic features [17], including emboase [18], ComParE [19], eGeMAOS [20] and MRGG [21] and followed it with machine learning methods such as Linear Discriminant Analysis (LDA), Decision Tree (DT), Support Vector Machine (SVM) and Random Forests (RF) to detect AD. In ADReSS 2020 challenge, the work [22] utilized two acoustic features, IS10-Paralinguistics feature set from ComParE and Bag-of-Acoustic-Words (BoAW), to achieve a good classification accuracy [22]. Cummins et.al proposed an end-to-end convolutional neural network to directly classify AD [23]. Pan et.al considered the problem of audio data quality and they applied ASR techniques to identify high-quality speech segments.
for more robust feature extraction to improve detection performance [24]. Some researchers obtain latent features from language embeddings and used the attention mechanism to achieve better performance on text data [6, 9, 25]. A multi-modal approach that fused acoustic and linguistic features was proposed in [26]. In that work, the author used dual-LSTM architecture, one for audio feature and another for text feature. A gating mechanism was used to fuse the two for the final classifier.

3. Proposed Approach

In this section, we introduce the acoustic and linguistic feature sets we use and propose a modular multi-modal architecture to classify AD from non-AD controls.

3.1. Acoustic and Linguistic Feature Sets

3.1.1. Acoustic Features

We used open source audio processing toolkits, OpenSMILE [18] and Kaldi [27], to obtain four different acoustic features from the raw audio file, which are Emobase [18], IS10 [19], VGGish [28] and X-Vector [29]. Specifically, Emobase and IS10 are frame-level acoustic features. VGGish and X-Vector are acoustic embeddings. Frame-level features are directly extracted from audio files and these features capture the frequency characteristics and other statistical information. Different from frame-level features, embedding features are not directly derived from the audio data. The embedding features are from the embedding model, where the embedding model will generate a vector to represent the characteristics in audio data. The embedding model is a deep neural network and pre-trained on large audio datasets. We used these pre-trained embedding models to extract features. Here are the specific descriptions for different feature extraction processes:

**Emobase:** The Emobase feature set has abundant audio features which include mel-frequency cepstral coefficients (MFCC) information, fundamental frequency (F0), F0 envelope, line spectral pairs (LSP), and intensity features.

**IS10:** The IS10 feature set includes many frame-level features: 16 types of LLDs, PCM loudness, eight log Mel frequency band (MFCC) information, fundamental frequency (F0), F0 envelope, voicing probability, jitter local, jitter DPP, and shimmer (0-7), eight line spectral pairs (LSP) frequency (0-7), F0 envelope, voicing probability, jitter local, jitter DPP, and shimmer local and more MFCC features.

**VGGish:** This is an acoustic embedding model which is pre-trained on YouTube’s Audio dataset [28]. The architecture of VGGish is a CNN-based structure and similar to VGG. The VGGish embedding model extracts and transforms the audio features into semantic and meaningful high-level feature vectors with 128 dimensions.

**X-Vector:** X-vector is a deep neural network-based audio embedding, widely used in the field of speech recognition [29, 30]. We employ x-vector to represent audio features from raw audio files. The neural network that produces the x-vector consists of three components: the frame-level layers to extract representation from MFCC, a statistics pooling layer which receives output from the last frame-level layer and a segment-level layer that follows the statistics pooling layer to generate the x-vector. Specifically, we obtain the x-vector features according to the following steps: 1) First, all raw audio files are normalized and re-sampled to 16,000Hz and 16-bits by using SOX audio processing software; 2) Second, we compute the x-vector for each audio segment by using Kaldi that uses the SER16 pre-trained x-vector model. The SER16 pre-trained model is trained on Switchboard, Mixer 6, and NIST SERs datasets [29, 30]; 3) Third, we convert x-vector to a binary file to make it easier for our proposed model to read.

3.1.2. Features from Transcribed Text

We used Speech-to-Text API ¹ provided by Google cloud to automatically transcribe speech recordings. Then based on the transcripts, we extracted linguistic features and sentence embeddings.

**Linguistic Features:** We used two tools to generate linguistic features: 1) Like [2], we converted transcripts into CHAT format, then ran EVAL and FREQ commands in CLAN [31] to generate a composite profile of 34 measures and Moving Average Type Token Ratio [32]; 2) we generated 22 Part-of-Speech tags using NLTK [15]. After removing all-zero and duplicate features, 50 linguistic features in total were extracted.

**Sentence embeddings:** We used Universal Sentence Embedding (USE) [33] to represent each sentence in the context.

3.2. Proposed Architectures: C-Attention Networks

We propose a modular multi-modal architecture consisting of three standalone networks. The architectures are shown in Fig 1. The left-hand side leg processes acoustic features, such as Emobase and IS10 features, and is called C-Attention-Acoustic Network. The middle leg processes linguistic features, and is called C-Attention-FT Network. The right-hand side leg processes embedding features, such as USE, VGGish and X-Vector, and is called C-Attention-Embedding Network.

---

¹https://cloud.google.com/speech-to-text
3.2.1. C-Attention Acoustic Model

This architecture (C-Attention Acoustic Network) is depicted on the left-hand side of Figure 1. The C-Attention Acoustic Model comprises of a multi-head-attention (MHA) module together with a dilated convolution layer [34, 35]; followed by a 1-D CNN layer and a softmax layer. We used the same MHA module and the encoder structure of the transformer that was proposed in [36]. Let \( R = \{r_1, r_2, ..., r_n\} \) be the set of speech recordings, then \( r_j \) is the \( j \)th record in the dataset. We extract acoustic feature sets presented in Sec 3.1.1 and generate the acoustic feature vectors, Let \( F = \{F_1, F_2, ..., F_n\} \) be the set of acoustic feature vectors, and \( F_i \) be the \( i \)th vector in the acoustic matrix. The MHA transforms the feature matrix \( F = \{F_1, F_2, ..., F_n\} \) to another matrix of \( n \)-dimensional vectors \( A = \{A_1, A_2, ..., A_n\} \) to half its original size. This is done to reduce the dimensions of the acoustic features which are too large for the attention mechanism to capture interactions well. This procedure forwards from \( j \)th layer into \((j + 1)\)th layer as

\[
X_{j+1} = \text{MaxPool} \left( \text{ELU} \left( \text{Conv1d} \left( X_j \right) \right) \right)
\]

(1)

Where the \( \text{Conv1d}(\cdot) \) performs a 1-D convolutional filters and \( \text{ELU}(\cdot) \) [37] is the activation function. The MHA and dilated CNN module is followed by a 1-layer CNN and a softmax layer to get the final classification.

3.2.2. C-Attention FT Model

This architecture (C-Attention FT Network) is depicted in the middle of Figure 1. It is proposed to capture the interaction among linguistic features. This architecture is similar to the proposed C-Attention (Sec 3.2.1) except for the removal of dilated CNN layer.

3.2.3. C-Attention Embedding Model

This architecture (C-Attention Embedding Network) is depicted on the right-hand side of Figure 1. We propose this architecture as a means of capturing latent feature information implicit in embeddings. This architecture is similar to the proposed C-Attention (Sec 3.2.1) except for the addition of a positional encoding module. The positional encoding module is used to maintain the relative positions of the embedding features and is the same as that used in the transformer [36] architecture. More specifically, the Audio to Text layer is only applied to text embeddings and the dilated convolution layer is only used on X-Vector embeddings.

3.2.4. C-Attention Unified Model

This architecture (C-Attention Unified Network) is depicted in Figure 2. In this architecture, we use all three types of features: acoustic features, linguistic features, and embedding features. We used another attention layer to fuse the outputs from C-Attention Acoustic Network, the C-Attention-FT network, and the C-Attention-Embedding network followed by a softmax layer. In order to fuse these other models together, we omit the final softmax layers in each of the four modules.

4. Experiments

In this work, we employed four models on acoustic features, linguistic features, and embeddings to detect AD, and evaluated our proposed models on the ADRessSo challenge dataset.

4.1. Dataset

In this work, we employed four models on acoustic features, linguistic features, and embeddings to detect AD, ane dataset is a balanced sub-dataset of the DementiaBank [38] with respect to age and gender. It consists of spontaneous speech recordings of spoken picture descriptions elicited from participants through the Cookie Theft picture description in the Boston Diagnostic Aphasia Exam [39]. The training set consists of 166 speech recordings, including 87 speech recordings from AD patients and 79 speech recordings from healthy controls. The testing set consists of 71 speech recordings without annotations.

4.2. Experiment Setup

We implemented our proposed models using Pytorch and trained them using the 10-fold cross-validation (CV) approach. Three types of features were extracted: acoustic features, linguistic features, and embeddings (including text embeddings and acoustic embeddings). For all models implemented in this paper, each model has 6 multi-head attention layers. Apart from that, in the C-Attention-Acoustic network and C-Attention-Embedding Network, each multi-head attention module is followed by a dilated convolution layer (kernel width=3) and a max-pooling layer with stride 2 which downsizes the feature set into its half slice. We found that due to the variation of feature size, the best configuration of modules is slightly different among various feature sets. For Embase and IS10 features, 6 multi-head attention modules and 6 dilated CNN modules gave the best performance. However, 6 multi-head attention modules plus two dilated CNN modules is the best setting for X-Vector embeddings. Dilated CNN modules were not used on VGGish embeddings.

4.3. Feature Generation

We have described how to generate each type of feature in Sec 3.1.1. Here we add a few additional explanations on acoustic features and acoustic embeddings used in our experiments.

Acoustic Features: We generated Embase and IS10 on each
speech recording, no segmentation was applied.

**Acoustic Embeddings:** 1) VGGish Embeddings: We applied 16k-downsampling on single-channel audio signals, and computed the log mel spectrogram. Then each log mel spectrogram was segmented with a non-overlapping 960ms window. Finally, we generated 128-length VGGish embedding on each segmented sample; 2) X-Vector embeddings: Similarly, we segmented each speech recording with a non-overlapping 960ms window, then generated 512-length X-Vector embedding on each segmented sample.

### 4.4. Experiment Results

The performance results are shown in Table 1. We note that on the training dataset, the C-Attention-Unified model with Linguistic and X-Vector features achieved the best performance in respect to the accuracy, precision, and F1 score, the best Recall was achieved by the C-Attention-Unified model with Linguistic, IS10, and X-Vector. Due to time limitation, in C-Attention-Unified network, we were not able to use all feature sets, such as USE. Given C-Attention-Embedding (USE) did not perform better than other approaches but it took longer to train, we truncated this feature set in our unified model.

![Table 1: AD classification accuracy on 10-fold cross-validation (CV)](image)

<table>
<thead>
<tr>
<th>Approach</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-Attention-Acoustic(Emobase)</td>
<td>0.6724</td>
<td>0.762</td>
<td>0.6572</td>
<td>0.676</td>
</tr>
<tr>
<td>C-Attention-Acoustic(IS10)</td>
<td>0.62</td>
<td>0.615</td>
<td>0.736</td>
<td>0.67</td>
</tr>
<tr>
<td>C-Attention-Acoustic(X-Vector)</td>
<td>0.715</td>
<td>0.753</td>
<td>0.736</td>
<td>0.735</td>
</tr>
<tr>
<td>C-Attention-Embedding(USE)</td>
<td>0.657</td>
<td>0.679</td>
<td>0.655</td>
<td>0.667</td>
</tr>
<tr>
<td>C-Attention-Embedding(VGGish)</td>
<td>0.735</td>
<td>0.759</td>
<td>0.724</td>
<td>0.761</td>
</tr>
<tr>
<td>C-Attention-Embedding(X-Vector)</td>
<td>0.733</td>
<td>0.774</td>
<td>0.747</td>
<td>0.76</td>
</tr>
<tr>
<td>C-Attention-Unified(Linguistic + USE)</td>
<td>0.711</td>
<td>0.714</td>
<td>0.747</td>
<td>0.73</td>
</tr>
<tr>
<td>C-Attention-Unified(Linguistic + IS10)</td>
<td>0.747</td>
<td>0.771</td>
<td>0.736</td>
<td>0.753</td>
</tr>
<tr>
<td>C-Attention-Unified(Linguistic + X-Vector)</td>
<td>0.772</td>
<td>0.707</td>
<td>0.74</td>
<td>0.763</td>
</tr>
<tr>
<td>C-Attention-Unified(Linguistic + IS10 + X-Vector)</td>
<td>0.725</td>
<td>0.724</td>
<td>0.778</td>
<td>0.752</td>
</tr>
</tbody>
</table>

Our experiment results would indicate that: 1) using both audio embeddings and linguistic features seems to be the best way to approach the problem of detecting AD, rather than choosing only one; 2) On the text side, handcrafted linguistic features perform better than USE representations on AD detection; 3) However, on the audio side, audio embeddings, such as X-Vector and VGGish show better performance on AD detection than frame-level acoustic features, such as Emobase and IS10.

Further analysis of the values in this table would indicate that using only the latent NLP-based features does not perform as well as using only audio embeddings (X-Vector). However, it is worthy to mention that the transcripts used in this work were automatically converted from speech recordings. The automatic conversion might have introduced errors and noises. Within audio embeddings, X-Vector performs better than VGGish.

As part of the ADReSSo challenge, we were provided the test dataset and asked to submit the labels from five attempts of our algorithm on this dataset. Since we had multiple models, we used the following method to decide on which model’s result to report. We randomly split the training dataset into 80% for training, 10% for validation, and 10% for testing. We tried multiple random seeds, then used the models which performed best, on an average, on the training dataset. The best performing model was the C-Attention-Unified model with Linguistic features and X-vectors. Hence we used this model to submit the five attempts on the test dataset as required by the challenge rules. The organizers then calculated the accuracy, precision, recall and F scores based on the ground truth labels (which were not revealed to the participants) of the test dataset. Table 2 shows the results returned to us by the organizers, for our model.

### 5. Future Work

In this challenge, due to time limitation, we were not able to apply segmentation on acoustic features, nor apply 100ms window size segmentation on either VGGish or X-Vector embeddings. We believe that our models could learn better on the acoustic features if time series segmentation is applied. Further, we will continue to address the other subtasks set out in the challenge, viz.: evaluate the models’ performance by calculating the MMSE score and generalize the proposed models to predict the cognitive decline.

### 6. Conclusions

In this paper, we proposed a modular multimodal approach to detect Alzheimer’s disease and this approach includes four architectures using CNN and multi-head attention on the training set of the ADReSSo Challenge. Three types of feature sets were used in this work: acoustic features, linguistic features, and embeddings. One architecture uses only the acoustic features, one architecture uses only the linguistic features, one uses only the embeddings and the unified architecture uses all of those features. Extensive experimental evaluations on the training dataset show that our proposed model can detect AD with an accuracy of 77.2%, F1 of 0.763 using the C-Attention-Unified model with Linguistic and X-Vector features. Using the same model and feature sets, the best accuracy of our models was 80.28% and F1 of 0.825 on the test dataset.
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Abstract

In this paper, we exploit semantic and non-semantic information from patient’s speech data using Wav2vec and Bidirectional Encoder Representations from Transformers (BERT) for dementia detection. We first propose a basic WavBERT model by extracting semantic information from speech data using Wav2vec, and analyzing the semantic information using BERT for dementia detection. While the basic model discards the non-semantic information, we propose extended WavBERT models that convert the output of Wav2vec to the input to BERT for preserving the non-semantic information in dementia detection. Specifically, we determine the locations and lengths of inter-word pauses using the number of blank tokens from Wav2vec where the threshold for setting the pauses is automatically generated via BERT. We further design a pre-trained embedding conversion network that converts the output embedding of Wav2vec to the input embedding of BERT, enabling the fine-tuning of WavBERT with non-semantic information. Our evaluation results using the ADReSSo dataset showed that the WavBERT models achieved the highest accuracy of 83.1% in the classification task, the lowest Root-Mean-Square Error (RMSE) score of 4.44 in the regression task, and a mean F1 of 70.91% in the progression task. We confirmed the effectiveness of WavBERT models exploiting both semantic and non-semantic speech.

Index Terms: Speech analysis, automatic speech recognition, non-semantic information, dementia detection

1. Introduction

Researchers have exploited spontaneous speech for early detection of Alzheimer’s disease, as the collection of speech data is more practical and less costly compared to conventional cognitive assessment methods such as neuropsychological evaluation [1] and Magnetic Resonance Imaging (MRI) [2]. In the 2020 Alzheimer’s Dementia Recognition through Spontaneous Speech (ADReSS) challenge, researchers studied the spontaneous speech dataset [3] and demonstrated that transcript-based models are more effective in dementia detection than audio-based models [4, 5, 6, 7]. We envisioned that the low performance of the audio-based models is due to the large variance and hard-to-interpret nature of audio signals [8, 9]. In comparison, transcript-based models were built using the manual transcripts from human transcription, which takes advantage of the human transcriber’s knowledge, including rules of the description task and information units within the picture. However, human transcription is a costly and impractical process, which prevents the speech-based evaluation from being a fully automatic approach. The 2021 ADReSS speech only (ADReSSo) challenge thus aims at the development of fully automatic models that detect dementia using only speech data [10].

Automatic Speech Recognition (ASR) aims to generate ASR transcripts automatically from speech audio data. ASR transcripts can be used as the inputs to transcript-based models when manual transcripts are not available. However, we have two concerns. First, ASR might generate a transcript with uncertain errors, especially for the speech from patients with cognitive impairment. Such uncertain errors might negatively affect the performance of transcript-based models. Second, the integration of ASR could analyze both semantic and non-semantic information for a more accurate dementia detection, while transcript-based models focus on the analysis of semantic information of the transcripts only. Previous research demonstrated the usefulness of non-semantic information in dementia detection, such as filled and silent pauses [11, 12, 13], paralinguistic features [10, 14], and Mel Frequency Cepstral Coefficient (MFCC) [15, 8, 9]. As such, we seek an effective integration of ASR and transcript-based models for enhanced dementia detection. For the transcript-based models, Bidirectional Encoder Representations from Transformers (BERT) dominates the Natural language processing (NLP) research due to its power of self-supervised training and transfer learning strategy [16]. It consists of two steps: i) pre-training a model with unlabeled data and self-supervised training strategy, and ii) fine-tuning the model with downstream data and tasks. In the ADReSS 2020 challenge, it was proven that transcript-based model BERT outperforms traditional machine-or-deep learning models using handcrafted features in dementia detection [17].

We recently explored transfer learning over audio dataset directly for dementia detection but achieved limited performance [8, 9]. Our conclusion is that the selected pre-trained audio models did not extract good representation from the audio data of the dementia task from the dementia detection perspective. However, transfer learning has been effective in ASR; researchers proposed Wav2vec model [18] and the corresponding ASR achieved state-of-the-art Word Error Rate (WER) on the LibriSpeech dataset [19]. We thus applied the Wav2vec ASR model to generate ASR transcripts from the 2020 ADReSS dataset, compared the ASR transcripts with the manual transcripts, and found the high similarity of the two transcripts.

In this paper, we first propose a basic WavBERT model to generate ASR transcripts via Wav2vec, use the ASR transcripts and dementia-related labels to fine-tune BERT, and derive the dementia detection results of the testing dataset using the fine-tuned BERT. While the basic WavBERT model discards the non-semantic information, we propose two extended WavBERT models that utilize the intermediate results of the
ASR, containing the non-semantic information. Specifically, the first method is to derive the locations and lengths of inter-word pauses by counting the blank tokens and separate tokens from the intermediate results of the Wav2vec ASR. Furthermore, we do not manually set the thresholds for pauses. Instead, we propose automatic methods that use BERT or training samples to determine the thresholds. The second method is to convert the Wav2vec output embedding to the BERT input embedding using a pre-trained embedding conversion network. The module is pre-trained with a large-sized audio dataset and its corresponding ASR transcripts and assists the fine-tuned BERT to detect dementia using both semantic and non-semantic information from the speech data. Our contributions are three-fold:

First, we propose a basic WavBERT model that concatenates Wav2vec ASR with BERT, enabling an automatic process of dementia detection.

Second, we extend the WavBERT model to determine the locations and lengths of pauses using the ASR intermediate results. The thresholds for setting pauses are automatically generated. The extended WavBERT model achieves the highest accuracy of 83.1% in the classification task and the lowest Root-Mean-Square Error (RMSE) score of 4.44 in the regression task.

Third, we extend the WavBERT model by converting the Wav2vec output embedding to the BERT input embedding for preserving non-semantic information. The extended WavBERT achieves the highest accuracy of 70.91% in the progression task.

2. ADReSSo dataset

The ADReSSo challenge consists of three tasks, an AD classification task, a Mini-Mental State Examination (MMSE) regression task, and a cognitive decline progression task. The first two tasks share the same data, including 237 audio files, which were collected using a Cookie Theft picture description task from the Boston Diagnostic Aphasia Exam [20]. The data is balanced with class, age, and gender. The data for the cognitive decline progression task was collected from a category fluency task, including 105 audio files. The first-round data was provided as the baseline, and the second-round data was collected in two years and used for inferring cognitive decline. The data of this task is unbalanced; the non-decline samples are significantly more than the decline samples. In the challenge, 70% of both datasets were used for training and 30% for testing [10].

3. Basic WavBERT

We propose a basic WavBERT model consisting of Wav2vec ASR and BERT, labeled to path 1 in the Figure 1. The basic model converts speech data to ASR transcripts and inputs the ASR transcripts to BERT for dementia detection.

Wav2vec aims to learn the representations from speech data using self-supervised training [18]. As shown on the left of the Figure 1, Wav2vec first inputs speech data into a Convolutional Neural Network (CNN) to obtain the latent representations, which are then inputted into a transformer encoder. The transformer encoder generates context representations in the output embedding and employs a pre-training task following the self-supervised training strategy [18]. After pre-training, Wav2vec uses a fine-tuning process with a character inference component, optimized with a Connectionist Temporal Classification (CTC) loss. The character inference component consists of a 1D convolutional layer and a softmax layer. The convolutional layer convolutes according to the time dimension using both kernel size and stride set to 1. The output of the character inference component can be 26 English letters, single quote ', blank token <s>, and separator token |. Finally, Wav2vec merges consecutively repeated characters, removes blank tokens, and uses separator tokens to separate words. The transcript has no punctuation, contains the semantic information of the speech data, and can be inputted to transcript-based models.

BERT derives the general representation of the language model by employing a pre-training process with large-scale datasets (i.e., BooksCorpus and Wikipedia) [16]. BERT generally includes the four steps depicted on the right of the Figure 1. Given a transcript, BERT first pre-processes the transcript with the WordPiece tokenizer [21], splits words into sub-word-level tokens, and then adds special tokens [CLS] and [SEP]. All tokens are converted to an input embedding, which is further inputted to a transformer encoder [22] to obtain the output embedding. Two pre-training tasks were adopted: Masked Language Model (MLM) and Next Sentence Prediction (NSP). In MLM, given that some of the input tokens are masked, the classification objective is to use the embedding of the unmasked tokens to infer the masked tokens. In NSP, given that a single [SEP] token is inserted between two selected sentences, a binary classification objective is to infer whether the first sentence is followed by the second in the transcript.

Inference layers. For the dementia detection task, we use the BERT output embedding of all the tokens except for the [CLS] token as the input of the inference layers. Specifically, we use a 1D convolutional layer with both kernel size and stride set to 1. The number of neurons is equal to the hidden size of the BERT. We use a Global Average Pooling (GAP) layer to calculate an averaged vector according to the time dimension, and use a Fully Connected (FC) layer with softmax or LeakyReLU for the classification or regression tasks, respectively.

4. Extended WavBERT

We extend WavBERT models with ASR pause preservation and embedding conversion, shown in paths 2 and 3 of the Figure 1.

4.1. ASR pause preservation

Force alignment methods are often used to align transcripts and audio data and determine both inter-word and inter-sentence pauses [13]. However, as the ASR produces uncertain errors, force alignment between the ASR transcript and audio data might not be effective. In our model, we exploit the CTC property of Wav2vec for determining the pauses. Wav2vec produces blank tokens and separate tokens as intermediate results. As such, we modify the Wav2vec post-processing as follows. First, we merge the consecutively repeated letters and single quotes. Second, we remove the blank token between English letters and the single quote. In this way, the blank tokens within any word were removed. Last, we combine the remaining blank tokens with the separate tokens, count the number of the blank and separate tokens between words, and use that number of tokens to determine the lengths of pauses between words.

BERT requires the input as transcripts and punctuation marks. Therefore, we convert pauses to the punctuation marks, i.e., periods and commas. Specifically, we design automatic methods to determine the thresholds $\epsilon_p$ and $\epsilon_c$, which are used to set sentence-level pauses and in-sentence pauses.

Sentence-level pause. BERT has extensive prior knowledge of sentence-level pauses from large-scale pre-training datasets. Thus, we use BERT to determine the threshold $\epsilon_p$ for sentence-level pauses. Specifically, we aim to maximize
the sample-level cross-entropy difference between the AD and non-AD samples from the training dataset. We consider $n_a$ AD samples $X_{a}$ and $n_{na}$ non-AD samples $X_{na}$. These samples are generated using Wav2vec and do not include any punctuation marks. Using the BERT tokenizer, we obtain $k$ tokens of a transcript as $x_i = \{x_{i1}, x_{i2}, \ldots, x_{ik}\}$. Given a threshold $\epsilon_p$, we determine the locations of pauses that have lengths $\geq \epsilon_p$, then insert punctuation marks of periods at these locations, and finally obtain $t$ tokens of the transcript as $x_i^t = \{x_{i1}, x_{i2}, \ldots, x_{it}\} \in \mathbb{R}^{t \times v}$ ($t \geq k$). Each token $x_{i}^t \in \mathbb{R}^v$ is a $v$-size vector where $v$ is the vocabulary size of BERT. Then we input $x_{i}^t$ to BERT to obtain the corresponding self-supervised token inference after softmax activation $z_{i}^t \in \mathbb{R}^{v \times v}$. Then, we remove the tokens of the same indexes of added punctuation marks from $z_{i}^t$ and obtained $\tilde{z}_{i}^t \in \mathbb{R}^{k \times v}$. We aim to find $\epsilon_p$ to maximize the target:

$$\argmax_{\epsilon_p} \text{Med}(\ell_{i}^p) - \text{Med}(\ell_{i}^\nu)$$

(1)

where $\text{Med()}$ is the median function, $\ell_{i}^p$ is the cross-entropy loss of the sample $x_i$:

$$\ell_{i}^p := \frac{1}{k} \sum_{j=1}^{k} -\log(z_{i}^t) * x_{i,j}$$

(2)

In-sentence pause. BERT has no prior knowledge of in-sentence pauses. Thus, we design a statistical method to determine the threshold for locating the in-sentence pauses. Specifically, we measure the lengths of selected pauses in both AD and non-AD samples where we set the maximum length of pauses as $\epsilon_p$. Then, we count the number of pauses with length $\beta$ as $\pi_{\beta,a}$ and $\pi_{\beta,na}$ for $1 \leq \beta \leq \epsilon_p$ for AD and non-AD samples, respectively. Finally, we aim to find $\epsilon_c$ to maximize the target:

$$\argmax_{\epsilon_c} \frac{1}{n_a} \sum_{\beta=1}^{\epsilon_p} \pi_{\beta,a} - \frac{1}{n_{na}} \sum_{\beta=1}^{\epsilon_p} \pi_{\beta,na} +$$

$$\frac{1}{n_a} \sum_{\beta=1}^{\epsilon_p} \pi_{\beta,a} - \frac{1}{n_{na}} \sum_{\beta=1}^{\epsilon_p} \pi_{\beta,na}$$

(3)

After we determine pauses using $\epsilon_p$ and $\epsilon_c$, we insert periods for sentence-level pauses and commas for in-sentence pauses in the ASR transcripts and input the transcripts to BERT.

4.2. ASR embedding conversion

An embedding conversion network converts Wav2vec output embedding to BERT input embedding. The network design faces two challenges: i) the Wav2vec output embedding is at the character-level, while the BERT input embedding is at the sub-word-level; and ii) in order to utilize the pre-training parameters of BERT, we should make the converted embedding close to the BERT input embedding.

For the first challenge, we design a mapping method. We generate an ASR transcript from an audio sample, use the BERT tokenizer to derive sub-word tokens from the ASR transcript, and generate the BERT input embedding for each token. Then, we use the characters of the token to find the corresponding Wav2vec output embedding. Although the characters generated from Wav2vec can be repeated, we can effectively identify any repeated characters using the property of CTC. For example, the Wav2vec output embedding of “t <s> w w o o <s> <s>” corresponds to the BERT input embedding of token “two.” Finally, we average the Wav2vec output embedding according to the time dimension to obtain the averaged embedding as $e_w$ and map $e_w$ to the BERT input embedding $e_b$ of the corresponding token. Special tokens such as [CLS] and [SEP] were excluded in this process.

For the second challenge, we design an embedding conversion network with an aim to convert the Wav2vec output embedding $e_w$ to the BERT input embedding $e_b$. The network consists of two 1D convolutional layers with a layer-norm in between. The 1D convolutional layers use both kernel size and stride set to 1. The number of neurons is equal to the hidden size of BERT. We further design a pre-training process. First, we run the Wav2vec ASR on LibriSpeech [19] to obtain the ASR transcripts and the Wav2vec output embedding, and then we use the BERT tokenizer to obtain the BERT input embedding from the ASR transcripts. We input the Wav2vec output embedding into the embedding conversion network and optimize its outputs with BERT input embedding using $l_1$ loss. In the training step, after we obtain the converted embedding, we add the embedding of tokens of punctuation marks (from the pause preservation) and special tokens, and finally, input the integrated embedding to BERT.

5. Evaluation

We implemented five models: $M_b$ uses the ASR transcripts as input to BERT, $M_{p1}$ extends $M_b$ by adding sentence-level pauses to ASR transcripts, $M_{p2}$ extends $M_b$ by adding both sentence-level and in-sentence pauses to ASR transcripts, $M_3$ extends $M_b$ with embedding conversion, and $M_{p2+3}$ extends $M_b$ with embedding conversion and sentence-level/in-sentence

![Figure 1: The basic WavBERT model (Path 1) and extended WavBERT models (Paths 2&3)](image)
pauses. We report the results of the five models in Table 1.

### 5.1. Implementation and training strategy

We trained the five models with the ADReSSo training dataset and reported the performance of five models over the provided testing dataset. Considering the random states of the models and the limited size of the dataset, we trained each model for 10 rounds and submitted the average results of the 10 rounds. For the classification and progression tasks, we averaged the probabilities from the softmax activation. For the regression task, we averaged the output of MMSE scores. For the classification task, the corresponding models output the non-AD class only if its probability is ≥ 0.5. For the progression task, we implemented classification models for the progression task by treating decline samples as AD samples and non-decline as non-AD. Considering the unbalanced classes of the training dataset, the corresponding models output non-decline class only if its probability is ≥ 0.79, based on the class ratio of the training dataset.

We implemented the five models with PyTorch1, employing the “bert-base-uncased” and “wav2vec-voxcepl-960h-pl” settings. We filtered out one ASR transcript that has < 20 words in the progress training dataset, which could be caused by either the failure of ASR or inaudible samples. In training, we unfroze all BERT layers and inference layers while freezing the embedding conversion network. We used batch size 8 and learning rate 10−6 with the Adam optimizer [23]. We used the cross-entropy loss for the first and third tasks, and we used the mean squared error for the second task. We trained our models with a maximum of 2000 epochs and stopped the training if the loss is smaller than 10−6. Besides, we used a similar setting as above for the pre-training of the embedding conversion network with LibriSpeech [19], but changed the learning rate to 5 × 10−5 and the maximum number of epoch to 100. One-round training using the ADReSSo training dataset took less than 6 hours with one V100 GPU, and one-round pre-training of the embedding conversion network took less than a day with six V100 GPUs.

### 5.2. Experimental results on testing dataset

The Wav2vec models outperformed the baseline model in all three tasks. Our observations are as follows:

**Classification.** As shown in Table 1, the basic WavBERT $M_b$ achieved an accuracy of 73.24%. With non-semantic information added into the analysis, $M_{p1}$ and $M_e$ achieved 83.10% and 80.28%, respectively. These accuracy improvements confirmed that the effectiveness of our models, which utilized pause preservation and embedding conversion for non-semantic information. However, the results of $M_{p2}$ and $M_{e+p2}$ exploiting in-sentence pauses were worse compared to the $M_{p1}$ and $M_e$. We consider that the in-sentence pauses produced a negative impact because the in-sentence pauses were learned from the limited training datasets, which may lead to overfitting. In comparison, the sentence-level pauses were automatically derived using BERT, which provided a positive impact.

**Regression.** The basic WavBERT $M_b$ produced an RMSE score of 4.60, lower than 5.28 of the baseline model. All extended WavBERT outperformed the basic WavBERT. Specifically, $M_{p1}$ with sentence-level pauses produced an RMSE score of 4.45, $M_{p2}$ with sentence-level/in-sentence pauses further lowered the RMSE score to 4.44, and $M_e$ with embedding conversion produced an RMSE score of 4.47. The performance improvements confirmed that both pause preservation and embedding conversion produced a positive impact. Lastly, $M_{e+p2}$ produced a slightly larger RMSE score, which may have resulted from the limited training dataset and overfitting problem.

**Progression.** $M_b$, $M_{p1}$ and $M_{p2}$ resulted in poor performance. By checking the ASR transcripts, we found that the transcripts have a word-misspelling problem for two reasons. First, Wav2vec is a character-level model, and thus the transcripts may have added or missed characters of words. Second, the progression dataset was collected from a category fluency task, significantly different from the training dataset of Wav2vec ASR, thus downgrading the ASR performance. However, $M_e$ and $M_{e+p2}$ with embedding conversion, achieved mean F1 scores 69.08%, 70.91%, outperforming 66.67% of the baseline. We considered that the embedding conversion network effectively mitigated the word-misspelling problem by inputting embedding, not misspelled transcripts, to BERT.

### 6. Conclusions

We propose WavBERT models by integrating Wav2vec ASR with BERT for an automatic process of dementia detection. While the basic WavBERT used ASR transcripts and focused on semantic information, the extended Wav2BERT exploits non-semantic information with a pause preservation module and an embedding conversion network. Our experimental results confirmed that the extended Wav2BERT models outperformed the baseline linguistic model. Our future goal includes exploring the transformer encoder of BERT for pre-training the embedding conversion network.
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